Chapter 1
Linear Algebra

In this chapter, we study another algebric stmectalled the vector
space , the basis and dimension of a vector sphicear
transformation and Eigen values and Eigen vectidrsa linear
transformation .

1.01 : vector spaces

Definition : Let F be a field and V be a non- empty set. InV
we define the operations of addition and scalattiplidation a + 3

and ca wherea, § [1 Vand cl] F. Then the set V is calledvector
space over the field F if the following axioms are séigfd:

(V;) (V,+)is an Abelian group.
V,) Gyc. (a+pB)=ca+cp
(i) (c,+c,)a =ca+ca}(Distributive axioms)
(Vi) (ce.)a=(c)(ca)
(V,) 1. a=a
Oa, B0V andc,c,c,,0F

The vector space over the field F is denoted byF)Y The
elements of F are callestalars and the elements of V are called
Vectors.

The identity of the group (V, +) is denoted by @as called
the zero vector or null vector which is unique.

Worked Examples :
(1) The set of all ordered pairs (%, x,) of the elements of

the field of real numbers forms a vector space wi
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addition and scalar multiplication defined as
( X11X2) + (y11y2) = (Xt Y1, Xt Yo)
C. (XX2) = (X, CXo)

Solution : Let V(R) = { (x,x2)| xa. Xx2LIR}.
Let a,3,y0V (R)

Ua=(xx), B=uY2) ¥V = (2.2)
Let c, g,c,,LJF.
(V) (V,+) is an Abelian group

() a+B = (ax)+ (aty2)

= (¥tynXotys)

(i) a +(B+y)=(a+p)+y

LHS =a +(B+Yy)
(%) + (Yrtz1,y2+2)
(¥+y1+2zy, Xo+yot2y)
a+pB)+y

(¥ty1, Xoty2) + (z1,22)

= (XHY1+zZ1,XotYot2)

U LHS=RHS.
(iif) There exists 0 =( 0, Q)Y V such that
(0,0) + (%X2) = (%,X2) +(0,0) = (%x2) U (x,%2) LV

RHS

(iv) Oa = (xx) LV There exists & = ( - x-X2) L V such
that
(X1,%X2) + (X1, - %) = (-%1,-%2) +( X1, %)= (0,0) =0

(V) a+B = (XX + (YnY2)

= kYL XotYo)

= (2¥X1, YatXo)
(1Y2) +(X1,%2)

:'8+ a
[l (V,+)is an ablian group .
(Vo) (e (a@+B) = c (X+ynXe+y))
= (e#y1).c (xetY2))
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= (@Cy1,CX+CYs)
= (e0xz) + (Cy1,Cy)
=cC {!x2)+ c ( y11y2)
—@+c [.

(i) (catc) a = (erc) (X,X%o)
= 1) X1, (G+C) Xo)
= {Xg+CX1,CiXa+CoXo)
= G CiX2)* (CXy, CoXo)
=1(B1, X2)F Co(X1, X2)
o@ t6a.

(Vi) (i) a = (€C) (X1, X2)
=1(C) X4, (& C) Xz
=1(c2 X1) 1C1(C2 X2))
=1(CG X1, G X9))
=12 (X1, X)) = & ¢a')

(V) 1.0 =1.(¢ %) =(1x, 1.%)
=]_()§(2) =qa.

[l all the axioms of vector space are satisfied .

[l V isavector space over the field of real nurabe

(2) The set of all ordered triplets ( X X, X3) over the field of
real numbers forms a vector space w.r.t additiorand
scalar multiplication defined in the same way asni the
previous example.

Proof is similar to the proof of the previous peil

(3) The set all ordered n tuples of the elements of ¢hfield F
froms a vector space w.r.t addition and scalar
multiplication defined as

(1) (X Xoeeieeeineenn, Xn) F (Y1Y20meeeneeennnnn A
= (Y1, XotYo,ee e Xntyn)
(1) € (X Xoeeeeeannnann. Xn) = (CX CXpeuvvnrnnnnns , CX%n)

Proof is as in the previous examples .
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The vector space of ordered n triples over thed fudfl real
numbers is denoted by, {R) or R' which is called the n
dimenstional space.

In particular, if n =2, the vector space igR) which is the
two dimensional plane and if n = 3, the vector spac w(R)
which is the three dimensional space.

(4) Prove that the set of all real valued continucs
(differentiable, integrable) fuctions of X definedin the interval
[0,1] is a vector space.

Solution : Let V be the set of all real valued continuousctions
of x defined in [0,1] .
Let f,g [l v and ¢IR. then
(f+g) (x) =1(x) +9(x)
and cf (x) = (ch(X)
(V1) (V,+) is an abelian group .
() If f and g are continuous fuctions, then weWnthat their sum f +
g is also continuous.

(i) If f ,g,h LJ V then
f +(g+h) = (f+g)+h

Now [f+(g+h)] (x) =f (x) + (g + h)(x)
= f(x)+ [g(®)h(x)]
=[f(x) Hg(+h(x)
= (f+ g)(x)htx)
=[(f+g)ht] (X)

U f+(@g+h)=(f+g)+h.

(iif) The function O(x) = 0 is the identity.
(0 +1) (x) =0(x) +f(x) = 0 + f(x) = (x)
and (f + 0)(x) = f(x) + 0(x) = f(x) + 0 = f(x)
UOo+f=f+0=H.

(iv) (-f) x = -[f(X)] is the additive inverse of f.
CEDxH X =(F+) (X)=0(x) =0
and f(x) +(-f) (x) = [f +(-N)] (x) =0 (x) = O
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(V) (F+9) (x) = f(x) +g(x)

=9 (%) +1 ()
=(g+) (%)
f+g =g+f
U (V, +)is an abelian group.
() (e(f+g) = cf+cg.
[c(f+g)I(x) = cl(f+g)x]
= [ 1) +g(x)]
= cf(x) +cg(x)
= (cf) () + (c6)

= (cf+cg) (x)
(i) (atc)f = af+cof
(ere)f () = af(x) + cf(x)
=fecsf(x)
U (C1+C2)f = gf+c,f

(va) (@) f = G (cf)
(Gcy) f(x) = [(ac) f] (%)
=€ cf)] (x)

=1 Gf)(X)
L (cico) f = ¢( Gf)
(vg) 21.f=f
D( f X —lf(X) =f(x)
H aII the axioms of vector space are satisfied
U v forms a vector space .
(5) The set of all convergent sequences of realmber is a
vector space over the field of real numbers.
Solution: Let az{al,aZ ......... a, ... }
[)’z{ﬂl,ﬁz, .......... B, }
V={ViVoreoondly

be convergent sequences of real numbers.
(V9 (V,+) is an abelian group.
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(i) a'+,6’={crl+,6’1’a'2+,82 ........

is also a convergent sequence.

(ila+(B+y)=(a+pB)+y

a+(B+y)=a+{B V. Bt Vo B+ Vo)

:{al+(ﬁ1+y1)’az+(,32+yz),.

=(a+pB)+y
(i) The identity elementis { 0} = {0, O,

(iv) If a={a,a,,...... a

-a ={—al,—a2 ........... -a,

is the additive inverse

(Vy a+B ={atf,aL,.. . gL

e 0..

=B+ra, B0, .. Lot Tn......

:ﬁ+a’
(Vo) c(a + )

=ca +cpf
(Cl+ Cz) a = (C]_+ Cz){ aq, a; "

={er)a, (@r)a,. ...
= {@a 116 1.C1 At A ...

2{@01,C10’2 ..... aa }+{C2 aq, 6a-
:E ai as..... n}+C2{ a4, d,

)
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= {@2)0' 1, (Cl Cz)a Duvnns (Cl Cz) an...... }

= {10(020’1) , G (Cza 2), ....... o} (C2 an) ...... }
=1(D20'1 ,6ao,....... G Qan...... }

=160, ,0dy,....... an...... }]

=16 Q)

(V4)1.a:1{a1'a2 ..... anq....... }:{1 a g l.a 210’ n}

[l The set of all convergent sequences forms septresover
the field of real numbers

( 6) The set of all ordered n — triples of complerumbers forms a
vector space over the field of complex numbers. his is denoted
by C"

Solution : LetV ={(z1z ......... z)|az. ......... z,Uc}
Leta, B,yuv
Da’=(a’1,a’2 ..... a’n),ﬂ=(ﬁ1,ﬁ2 ......... ﬂn)
V=UVuVoiuien V)
a+LB =@+ L1, A+ Lo, a.+0.)

@ = (ca.cdas,.....ca,). Where dlc.
(V1) (V,+)is an Abelian group .

Ya+B=(a+B, a+fo........... a.+(,)0v
(iYa+ (B+y) =(a+ B)+y which can be easily verified
@i 0 =(0,0,0,.......... 0) is the additive identity

viya =(a ., a,.....ay) UV, there exists
- =(-0.1-0a;....-a ) UV such that
a+(-a)=-a+a=(0,0,............ 0)=0.
Ma+p =a+a

V) (De@+B) =c@*+fBr Qs Boc@n* B
= (a(1+S1), c(a o+ B2)...... (an+Bn)

8 College Mathematics VI |

=@ +cp.
(i) (c1+ &) a=ca+ a . Which can be verified easily
(V3) (€,c) a=c (ca) which can be verified easily
(V4) l.a=1 (a 1, 2,...... an) = (10’ 1'101 S 1la n)

[l Visa vector space over the field of complex bers.

x 0
(7) Show that the set V ={( j
0 vy

X,y R} is a vector space

over the field of reals R. under usual + and x.

0 0 0
Solution : A:(Xl j,B:(XZ j,c:()% jmv
0 vy 0 v, 0 v,

and C.C,,C;UR
(v)(v, +) is an abelian group

0 X 0 X, +X 0
0 vy 0 v, 0 YitY,

(i) A+(B+C)=(A+B)+C
S (M)
0 vy 0 vy, 0 v,
(X EX X 0
L0 ytyty,
s (MM K
0 vy 0 v, 0 v,

_[xl+x2+x3 0 j
0 Vit Y.,

O Associative law is valid
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(iif) Matrix OOJ V such that
o oo 4J[o y 1o d]
+ = + =
0 0 Oy 0y 0 O Oy
(ivy—-A+A =A+(-A)=0
[xl Oj [xz Oj (x1+x2 0 j
(v) A+B= + =
0 v 0 v, 0 YitY,
;e s
0 vy, 0 vy,
Hence (v +) is an abelian group.
_ x 0 X, 0
A+B = +
V) (0 cf ) Cl((o yl) (0 YZD
_ (% O x, 0
_Cl[o y1j+01[0 yzj
0
=(c1+c2)A:(c1+c2)[§ j
Y1

_ (c,+c,)x 0
B 0 (c,+c,)y,

cx, O cx, O
= + =cA+c,B
0 cCy, 0 Gy,

O Distributive axioms are valid.

x 0
@  eepn=tee)| [ V)]

(cex, 0 j_ (szl 0 j_
= = =c (c,A
( 0 coy) Lo oy A

(Va) | is the identity of V w.r.t x because
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1 0
[.A=Al =A wherel =
0 1

Hencel —CI—C1 ODV
'Cl_l'_o &

All the axioms of vector space are satisfied.
O V is a vector space over the field of real numbers

(8) Show that R( R ) is not a vector space when + and x are

deﬁned as (al’a2) + (lgl’ﬁZ) = (al+ Igl’a2+ 182)
and a.(a,,a,) = (aa,,a0,)Ua,,a,.6.,6,U0R
Solution: Leta =1, FB=2 and(a,,a,)=(3,4)
(a+p).(a,,a,)= 1+ 2)3,4)= (9,4)(9,12
and a.(a,,a,)+ p.(a,.a,)
=(3,4)+ (6,4)
=(9,9)
So (a+p).(ay.a,)%a.@,.a,)+B.@,a,)

Thus R?(R) is not a vector space.

1.02 properties of vector space
Theorem 1: Let V ( F) be a vector space
then (i) c.0=0Whereld F and 0LV
(ii)0.a =0whereJ Fand a UV
(iiy(-c)a=-(ca)=c(-a) UclU Fanda UV
(iv)c(a- B)=ca-cf Ocll Fanda,fLV
Proof : (i) Considerca+c.0=c@+0)=c.a=c.a +0
[l by left cancellation law, c.0 =0
(i) Considerc.a +0.a =(c+t0).a =c.a+0.a
=@+ 0 (from (i)
Ueca+0.a=ca+0.
By left cancellation law , 0o =0

(iif) Considerc.a +(-c)a=[ct+ (-c) ] a
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= Q@ =0 (from (ii))

and (-c)a+ca=(-c+c)a

=0.a =0 (from (ii) )
U ca +(c)a =(-c)a+ca=0
U (-c) a'is the inverse of ca
(-c)a=-(ca)
I c(-a)=-(ca)
U (-e)a=-(ca)=c(-a)

(iv) considerc @ - B)=c[a+ (-£)]
=ca+c(-p)
ca+(c) B
= a -cf
Theorem 2 : If V(F) is a vector space over a field F,
Then (i) (-Da=-a
(i)B+(a-B)=a
(iii) If aa = 0 then eithera=0 ar=0
Proof : (i) we have (-c)a = —(ca)
Takec=0 (-1)a =-(1.a)
ie,(-y =-a
(i) B+(a-B) =B+[a+(-B)

B+[-f+a] . (V,+)is commutative

=B+-B) ]+ a
=0+a = a
(iii) aor = 0 (given)
Let aZ 0. Then we shall show that = 0.
Since &l the field F and & O,
there exists & Fsuchthat & =a.d=1.
Now a =1.a =(a'a) a=a'(aa)=a%0)=0
Againifaa =0 anda # 0 then we have a =0

Otherwise, i.e, if # 0. then as we have proved above,

a = 0 which contradicts the assumption that 0.
U adg =0=>a=0o0ra=0

11
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Theorem 3 If v(F) is a vector space then the cancellation lasv
hold .
)] aq =ba =a=b;a #0,ablF
(i) aa =aff =>a=£;az0, a, flv
Proof : )aa =ba =[a+(-b)]a = a+(-b) a
=[at(b)la=[b+(b)]a
=[a+(-b)]a =0a
= [a+(-b)]=0
=a+ (-b) =0 a #0 (given)
= a=h.
(iii) since az 0,0 a'exists in F such that
a a=a'a=1.
U ag=af = a'(aq)=4d'ap)

= (a'a) a =(da)p
=>1.a =10
=>a =

1. 03 subspaces

Definition : A non —empty subset w of avector v is said to be
subspace of v over a field F if W is a vector spaawer F w.r.t. the
same operation asin V.

Example : The set V of all ordered triplesi(x,, x3) over the field of
real numbers , is a vector space w.r.t additionsmadar multiplication
. the set w of all ordered triplets of the form (% X 0) isa subset
of V and W is a subspace of V.

It is easy to verify that W satisfies all the vecdpace axioms .
We shall see more example later.

Note : (i) Every vector space has always two subspace
{0} and V. These are calleigitil subspaces
and other subspace is calledn-trivial
subspace of V.
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1.04 Criterion for a subset to be a subspace :

Theorem 1 : A non - empty subset W of a vector space ¥ is
subspace of V if and only if

() a Ow,B OW = a + [fUW and

(i) cUF, a UW =calw

Proof : (a) Let W be a vector space over a field F

[ W satisfies all the vector space axioms .

[l W is closed w.r.t. the addition and scalar muiltigtion .
OO0a,f UOW,a+[ OW.

andd a LUW and ¢&lF, c.a LW

(b) Conversely, let W be a non-empty subset osugh that
the condition (i) and (ii) are satisfied. We haweptrove that w is a
subspace of V, thus, we have to prove that W gadisfll the vector
space axioms.
(V) @a+p UW, Oa,B LW.
(b) Sincea +(B+y)= (a+B)+y is satisfied in V, it is
satisfied in the subset W also .
(o) a UW,c.a IW. takec=-1
U UalUwW, (-l)a=-a LW.
LI from condition (i) ,a + (-a )LUW i.e, OLIW.
(d) a W, where exists ¢ = -llIF such that
ag=(-1)a=-aldW
(e)a + B = B+a is satisfied in V, hence it is satisfied in
the subset W also .
(V)c(a+pB)=ca+cp
and (egtc) a= qa +c,a are satisfied in V.
Hence they are satisfied in the subset W also.
(V3) () a = g(ca) is satisfied in V and hence it is satisfied
in the subset W also.
Vypl.ag=a.UallWand 1] F.
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Theorem 2 : A non-empty subset W of a vector space V is a
subspace of v if and only if

(i) a,p0W,c,,c,0F =ca+c,f0OW
Proof : Since W is closed w.r.t scalar multiplication ,gc and
Cc; S LUW. and since W is closed w.r.t addition gc+ ¢, 8 LIW.
[ If Wis a subspace of V. theag + ¢, g LIW.
and as ¢g + ¢ S LIW.
chooseg1,6=1 Ulg +1p0W.

= q-pUW

anddcOF,Ca 0OW

[0 From the previous theorem ( the necessary andicigumff
condition), it follows that W is a subspace of V.

[J W is a subspace of V iffigr + ¢, g LIW.

Note : whenever we have to prove that W is a subspacé, af is
enough to verify that W is a non-empty subset afnd

Oa,p0W,c,c,UF = ca+c,[0OW

Theorem 3: The intersection of two subspaces afvector
Space V over a field F is a subspace of V.

Proof : Let Sand T be two subspaces of V

Sn T={a|alSanda UT}

We have to prove thall ¢, L0 S n T,

Gag+eBU SN T where GCLIF .

a-pUSN T =a,f0S anda,fUOT
> ag+epUSandeg+epUT

sincer®ld are subspaces.
> aag+epUSn T.
[0 SN T isasubspacesofV

Note: (i) This result can be extended to any finite neamb
subspaces.
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LesSN SN, N S, is a subspaces of V.
Whenever $5,......... S, are subspaces of V.

(i) The union of any two subspaces of V need not
be a subspace of V.
Foreg.InY(R) letS={(X,0) | XJR}
and T={(0,Y) | YLUR} be two subspaces.
ThenSUT=@|alUSor aUT}

Let(x,0),(0y0SUT
Then (x,0) + (0,y) = (x,yl SU T.Ox,yUR.
Foreg.(1,0)+(0,1)=(1,1)SUT.

] Closure axiom is not satisfied w.r.t .+
U W is not a subspace oL Y R)

Theorem 4 : The union of two subspaces of a vectepace V over
a field F is a subspace if and only if one is coriteed in the other.

Proof : LetS and T be two subspaces of V(F)
Let SOT be a subspace of V(F)
TPT: SOTorTOS

If SOT = OaS;alT
and Tas = OBT: BOS
= allS = o O0SsaT
BOT = B OSOT
Since 91 T is a subspace of V(F)
a,pOSOT = C,o+C, BOSOT 0OC,GOF
= BOUS and oOT
which is a contradiction

[0 our assumption is wrong
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= SOT orTOS
Conversely. Let S and T be two subspaces of V thathSCO T or
TOS
= SOT =S or SIT=T
O SOT is also a subspace of V(F)

Worked examples :

(1) Prove that the subset W={(x Xz, X3)| X1 + X2 + X3 = O}of the
vector space ¥( R) is a subspace of ¥ R).
Solution : W is a non — empty subset of(\R)
Leta, W and gc, LIR.
L a = (%Xz2Xs3) such that ¥x,tx3 =0
and B = (yuY2ys) such thaty+y,+y; = 0
U cqa+c B = a X1XaXa)* G Y1,Y2Ya)
= ( ©1+CY1,C1Xo+CoY2, CiXa+CaYa)
and  GXi+CY1+CiXoHCoY o tCiXatCoYs
= G X1 X2X3)+ G Y1,Y2Y3) = ¢i(0) + ¢(0) = 0.
Uga +C2,B Lw
1 W is a subspace of 3i/R).

(2) Prove that the subset W = { ( x,y,z,)| x-3y4Z = 0} of the
vector space Ris a subspace of R
Solution : W is a non empty subset of Bince at least one element
(0,0,0)LUW. Such that 0-3.0+ 4.0 = 0.
Leta, [ LUW and gc, LIR.
a = (xYyi1z;) suchthat ¥ 3y; +4z =0
L = (%Y222) suchthat ¥ 3y, + 42 =0

U aa+cf = a(x1y1z1) + ( %Y22)
= (€1 +CoX2 C1Y1+CoYo,C1Z1+CoZ0)
and &1HCXo-3(Cry 1 tC2y2)+4clz]+47;)
=16X1-3y1t 42) + G ( X~ 3Y,142)
=4(0) +(0)=0

0
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O qa +c f OW.

(3) Prove that the subset W ={(x,y,2)| xy=2z} isa
subspace of W(R)

Solution : W is a non-empty subset of *(R)
Leta, B UW
] a = (xY1zy)suchthatx=y, =z
B = (%Y:22)suchthat x=y,=2
Ca+f = G(X,y1z1) + (% Yo, 2)
= ( a+CXo CrY1+CoY2,C1Z1+CoZ))
Xx=Y1=2
and =Y, =2} = cxg+c2x2=clyl+ey,=C12;+C,Z,
U ga+cf LW
1 W is a subspace of 3i/R).

(4) If a vector space is the set of real valuedtinous fuctions
over the field of real numbers, then prove that theset w of

. . . . d’y _dy o
solutions of the differential equation 2?— 9d—+ 2y=0isa
X X

subspace of V.

Solution :

d’y dy
—9Y +2y=0
dx> dx y J

Clearly y = 0 satisfies the given differentiajuation .
[J 0 W and hence W is non-empty.

w= {2

Let yand yUUW and gc, [LUR then we have to show that

ciy1+Gy, satifies the differential equation.
2

. d d
Consider Z&(Qyﬁczyz ) — 9& (Cly1+Cay2 ) + 2(GY1+CoY2 )

d?y, d%y, ,dy dy
= GG P T T A 2y,
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d’y, _dy. d’y, d
= 2—=1-9214 +c,| 2—22-9224
Cl( o o T fge T Vg T Y
= g(0)+c(0)"." y1 Y. satisfy the given differential equation.
=0

D. Cry1+Coy. LUW
[0 W is asubspace of V.

(5) Verify whether W = {(Xl,xz,x3) |xf+x22+x§s]} of the
V3(R) is a subspace of ¥R).
Solution :

Considera =(1,0,0) 8 =(0.0,1)

Clearlya , B LW since f+ 0° + ¢ < land

+0+1° <1

Now a+ B =(1,0,0)+(0,0,1)=(1,0,1)

and ¥+ 0°+ 1°= 2 which is not less than or equal to 1.

0 (1,0,)0W

ie, a+ SUOW [ W is not a subspace of V.

(6) Examine the subsetV ={(a + 2b, a, 2a—b/la, b0 R)} for a
subspace of R
Solution: Leta = (a + 2h, &, 2a — by, by)
B=(a+ 2y, & 28—k, by areinV
Consider @t + 63 = ¢i(ay + 2by, &, 2a — by, by)

+ CZ(aQ + 2Q1 a21 2@ - bZ! bZ)
From the addition of order pair iR

= (cay + 2by, &, G 28— by), cby)
+(@+t2h),ca 6 (2a—h), cb)
= (cay + 2+ G & +2 ), Catc, &, Ci(2a —hy) +G (23-by),
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b +6 bz)D A
0 Vis a sub space of'R

EXERCISE

(1) Show that the set V of all ordered pairs of integgwes not
form a vector space over the field R of reals.
(2) Show that the set of all pairs of real numbers therfield of

reals define as(XY,)+(X,Y,) =(3y,+3y,,~X,—X,)and
c(xy:) =(3cy, —cx,) does not from a vector space.

(3) Let V ={(x, y)‘ x,yOd R} and field is the set of reals show

that V is not a vector space under + and scaldtiptication

defined as in each of the following cases

0 (xy)+(st)=(0,y+t) k(x,y)=(kxky)

(i) (xy)+(st)=(x+s, y+t),K(x,y)=(0ky)
Giiy (% y)+(st)=(x+s,y+t),k(x,y)=(kx,y)

(4) Verify whether the following sets from vector spa w.r.t
the given operation and the given field.

® the field of complex numbers over the field of
complex numbers

(i) the field of complex numbers over field of real
numbers .

(iii) the field of real numbers over the field of
complex numbers w.r.t the usual addition and
multiplication.
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(5) Examine whether the set V of all orderd pair oégers from
a vector space over the field R of real numbevar.t .
addition of ordered pairs and scalar multiplicatiof an
ordered pair.

(6) Verify the following for a vector space : The st all
polynomials with real co efficient over the field oeal
numbers w.r.t addition of polynomials and scalar
multiplication of polynomials.

a 0
(7) Prove that V {{b O}:a,bD R} IS a vector space over

the field of real numbers w.r.t addition of magscand scalar
multiplication of a matrix.

(8) Prove that every field F can be considered ageov space
over F w.r.t the operation in F.

(9) Prove that the set of all polynomials over thedfief real
numbers is a vector space w.r.t. the addition dfrmmmials
and scalar multiplication of polynomial

(10)Prove that the set V %x+ y\/Ex,yDQ} where Q is the

field or rationales ,w.r.t . addition and muligaltion of real
numbers, is a vector space.

(11) a) Prove that the set of all m x n matrices wathl elements
is a vector space over the field of real numbenst
addition and scalar multiplication of matrices.

b) Show that the set of all matrices of the ordes m with their
elements as real numbers is a vector space oveiRthe)
with the usual operations of matrices.

c) Show that the set of polynomials

{0,1,2, x+ Lx+ 2, X+ 1, 2+ 2x , @ forms a vector
space over the fielélls, +, ><3) assuming the usual operations

for polynomials.
(12) Verify which of the following are subspaces:

(i) S={(a,0,3) | a,alR} of V5( R)
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(i) W ={(x,2y,32) : x,y,zLIR} of V5( R)
(iii) S={(X,x,X) : xUR} of V5( R)

(iv) W={(xy,2):%xYy,21Q }of V3

(v) S={(xy,2):2x+3y+z=00f ¥ R)
(vi)  W={(xy,z) 1 x=y}of Vs( R)

(vi)  S={(xy,2):xy=0}0of Y R)

wii)  S={(xy.,2) |v2 X =5y} of VR)

(13) Which of the following sets are subspaces of teetar
space V of all polynomials over the field of ieal
(i) The set of all polynomials of degree 4
(i) The set of all polynomials of degree4
(i) The set of all polynomials of degreeb
(iv) The set of all polynomials of degree 5.

(14) Which of the following are subspaces of the vecspaces
of all real valued continuous factions defined [@yl1], over
R
® all function f for which 2f (0) = f(1)

(i) all function f for which f (x) = 0[0x[0,]]
(iii) all function f for which f (x) = 1.
(15) Show thath{(x, 0, 0)‘ x0O R} is a subspace of’Rver

the field Reals R.
(16) Show that any plane passing through the orggmsubspace
if V3(R).
(17) Prove that w={(x, y, 0) | X R} is a subspace of’Rver the
field of Reals R.
(18) Determine whether or not the following subjeat R are

Sub space.

(i) A={(a,b,c,d)‘a+b:c+d}
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(i) B={(ab,c,d)|a+c=b+d]
(i) ¢ ={(a,b,c,d) |ab=cd]
(V) D={(ab.cd)|a®+b*=¢
(v) E={(2a+b,2a-b,0¢c)|abcOR}
(19) Show that the following sub-sets are sub-spacy, (R)
@ A={(ob.c)obcOR]
(ii) B:{(a,b,c)\a—ao+ =0 Dab,cDR}
(iii)C={(x,y,z)‘(x+2y),y,—x+3y), Dx,y,zDR}
(iv)D:{(x,y,z)‘x+y+ZZ:O, Dx,y,zDR}
(20) Prove that the set of all solutiofis, y;,z,) of the equation

x+3y+ 2z = 0is a subspace of the vector spag¢R)

(21) Letv=s andW be the set of all ordered triplefg, y, z)

such thatx —3y + 4z = 0. Prove thalWW is a subspace of'R

(22) If a vector space is the set of real valuettinoous functions
over the field of real numbers, then prove thatdbt W of

solutions of the differential equatioyl —4y'+3y=0is a

subspace of V.

Answers
(4) (i) yes, (ii) yes, (ii) no (5) no (6) ge
(22) (i) yes, (ii) yes, (iiyes (iv) no (veg

(vi) yes (vii)no(viii)yes
(23) (i) no, (i) yes, (i) yes, (iv) no.
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(14) (i) yes,(ii) yes,(iii) yes
(18) (), (i),  (v)yes
1.05 Linear span of a set

Definition : Let V be a vector space over the field F.

anda 4, ao,........ a »be any m vectors of V. Any vector of the form
CLa 1+ A ot...... +Cn@ m Where gCy............ ¢yl F is called a
linear combination of the vectorsx ; @ ».......... a .

Definition : Let V be a vector space over the field F. anthe&ny
non-empty subset of V. Then the linear span i e set of all
linear combination of any finite number of elemenfsS and is
denoted by L(S)

OLS) ={Cia+ Ca+......... + GChQ@ ' aUS and d¢IF},
i =1,2,...m.
Theorem 1 : Leta, a,.......... a . be m vectors of a vectors
space V over the field F. Then the set of akdin
combinations ofa ; a,....... a ., is a subspace of

V and it is the smallest subspace containinghal t
given vectors.

Proof : Let S be the set of linear combinationsof a »...... anm
ie.,.S ={a|a=C,a +Ca »+...... + G,a m;C10F},1=1,2,....m
Now S is non-empty.: every a ; can be written as 1a ; and hence
a.(]S
Leta,fB 00S
U a-= aa+aot............T G AQ
L= da+da+...dna, where; JF.
] a+ﬁ = (C1+d1) a'1+( C2+d2)a2'+ ....... + (Cm‘l‘dm) am
= a linear combination @, a,.......... am
Oa+p0S
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ca=(cq) a1+ (Ce)q ,+............ +(CGn A m
= a linear combination ofr ;.
H calls.
L S is closed w.r.t. scalar multiplication.

LI Sis a subspace of V.
Now ,we shall that S is the smallest subspace tongg

Let W be any other subspace of V such #iat a »...........

an Uw
We shall show that &8 W
Let a=Ca,+Ca+............ + Cha nUS
U aldw
U stw
ie ,S is the smallest subspace contaiing a ,........... an .
Note :- (1) The subspace of all linear combination of se¢ of

given vector space is called the subspace gedebgte
these vectors or spanned by these vectors .

(2) The subspace spanned by any nonzero vectof a
vector space V, consists of all scalar multiplésao.
Geometrically ,it represents a line through théginrand
a.

(3) The subspace spanned by any two non zer@ngect
aand £, which are not multiples of each other

represents a plane passing through the origiand 5.

Worked Examples

(1) Express the vector ( 2,-1,-8) as a linear combinatn of the
vectors (1,2,1),(1,1,-1), (4,5,-2).

Solution : ( 2,-1,-8) =a(1,21)+b(1,1,-1) +c (4,5) -2
(a,2a,a) + (b,b-b) + (4c.aw)
(at+b+4c ,2a + b +5c ,a- b-2c)
[Ja+b+4c=2 = -m- Q)
2a+b+5c=-1 - (2)
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a-b-2c =-8 - (3)
Solving these simultaneous equations for a,b, gete
1) -(2)=>-a-c=3ora+c=-3
(2) +(8)=> 3a+3cora+c=-3.

Now giving some value for ¢, say, ¢ = 1, weaet-4.
Substituting these values of a and c in (1) weget
4+b+4=2 Ub=2

U (2,-1,-8)=-4(1,2,1)+2(1,1,-1) +45,-2)

Note : The linear combination is not unique since by dmg c = 0,
wegeta=-3and b =5.

(2) Prove that ( 3,-7,6) is in the span of the vexs
(1,-3,2),(2,4,1),(2,1,1).

Solution : To prove that (3, -7,6) is in the span of teetors
(1, -3,2),( 2,4,1),(2,1,1), we have to express (736) as a linear
combination of these.
(3,-76) = a(1,-3,2)+b(2,4,1)+c (1)1,1
= (a+2b+c,-3a+4b + c #Pat c)

Ua+2b+c =3 e 1)
-3a+4b +c =-7 e (2)
2atb+c =6 - 3)
1) -2 = 4a-2b=10=>2a-b=5........ (4)
2) -3 = -5a+3b=-13 ... (5)
Multiple (4) by 30 6a-3b =15 ... (6)

(3 +(6) >a=2
0 @4)=4-b=5=b=-1
()= -2+c=3=c=3.
U (3,-7,6)=2(1,-3,2)-1(2,4,1) +3(1,1,2)

(3) Which of the vectors ( 1,-3,5) an{%l,%l,%j is in the span

of (1,2,1), (1,1-1) and (4,5,-2).

Solution : (1,-3,5)=a (1,2,1) + b (1,1,-1) + c (4,5,-2)
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= (a +b+4c+,2a +9x;a-b-2c)
Ua+b+4c =1 @
2a+b+5c =-3 ... (2
a-b-2c =5 .. (3)
1)-R2)=-a-c=4=a+c=-4 N )]
(2)+(3)=> 3a+3c=2 ... (5
2
=a+c=— ... (6
3 (6)

The equation are inconsistent since (4) contrad@ts
L] There do not exit scalars a,b, ¢ such that (1),i8,Bxpressed as a
linear combination of ( 1,2,1), (1,1,-1),(4,5,-2)
U (1, -3,5) does not lie in the span of the giventars.
Consider(—l,—l,}J =a(1,21)+b(1,1,-1) +c (4,5,-2)
3 3 3
= (a tb+42a + b +5c,a-b-2c)

L a+b+4c:—1:> 3a+3b+12c=-1............(1)
3
1
2a+b+50=—§:>6a+3b+15c=-1 ......... ()

a-b-2c %: 3a—-3b-6c=1 ... 3)

1)-(2) »-3a-3c=0 a+c=0.
2)+(3)=>9%a+9c =0= a+c=0.
Choosec=1L] a=-1

Substituting these in (1) we get
-3+3b+12=-1

3b=-10
0 b=-20
3
-1-11 10
D —_——,— :-1 1,2,1 -_— 1,1,'1 + 415’-2
(333} (120) 2 (111) + (452
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H —1_—1} lies in the span of the vectors
3'3'3

(1,2,1), (1,1,-1) ,(4,5,-2).

o Aol

Solution :

2 el A e

a+b+c a+b-c
O-b+c -a+0+0

%a+b+0 a+b- c}

3
(4) Verify whether L }is in linear span of

a+b+c=3,a+b-c=-1
-b=1, -a=-2

U b=-1, a=2, Uec= 2

a4 AL

Hence{

-2

-1
{ } lies in the span of the given vectors.

(5) Prove that the xy — plane is spanned by the et®rs
(1,2,0) and (0,1,0) in R

Solution : xy — plane is { (a,b,0) |aHR}
(a,b,0) =k(1,2,0) +k (0,1,0)
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= ( K2k11+ k210)
U k]_: a, 2K+ k2= b
= 2at+k=Db
= k=b-2a.

(a,b,0) =a(1,2,0) + (b-2a) (0,1,0)

Hence (a,b,0) is expressed as linear combinatiofi,2,0) and
(0,1,0).

LI xy- plane is spanned by (1,2,0) and (0,1,0).

(6) Find the subspace spanned by the vectors ( ®Pand (0,0,-5)
of the vector space YR)

Solution : Any vector subspace S is of the form
a(3,0,0) + b (0,0,-5) where d,IR
=(3a,0,0) + (0,0,-5b)
= (3a, 0,-5b)
LI S={(3a,0,-5b):a,blR}.
(7) For what value of k, the vector (1, k, 5) is &near combination
of vectors (1, -3, 2) and (2, -1, 1)
Solution : Let (1,k, 5)=¢1,-3,2) +G(2,-1,1)
= (G +2G, -3G,-C, 2G + G)
Equating the respective components
C.+2G=1 (D
3C, -G =k ... (2
2C,+ G =5 ... (3
From (1) -2(3= C,+2G =1
4G + 2G, =10

3G =-9 = Uc¢ =3
Substituting @= 3 in (1) we get €= -1
If system of equations are consistent then
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-3(3) - (-1) = k
k=-8

3
(8) Write the vector A= L } , in vector space 2 x 2 matrices

. L 1 1 1 1
as a linear combination of B = 0 , C=

Y

Solution : LetA=G B + GC + GD

3 -1 1 1 1 1 1 -
=C, C, +C, +C,
1 -2 0 -1 -1 0 0 O
— C1"'Cz"'Cs C1+C2—C3
B _Cz _Cl
Equating the respective elements
1=-G,-2=-G, 3=G+G+G
0cC=-1, G=2 G=2
O Given vector A is a linear combination with B, [T for the

above constants. i.e.,
A=2-C+2D.

(9) Show that 3% + x + 5 polynomial is the linear span of the set
S={¢ X +2x,X+2,1-x}
Let 3% + X + 5 = g(x°)+ G(X* +2X)+G(X° + 2)+G (1-X)

= )+ X (C +C3) + X (2G- C)
+263 (1-x)+ &
Equating the respective degree terms,
=0, ¢+ =3, 26 -¢=1, 26+ =5
Solving: ¢ =3, g=0, g=5
03¢+x+5=3(X+2x)+5(1-xJL(S)
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(10) Leta=(1,2,1) B = (3, 1, 5) andy = (-1, 3, -3) of ¥(R).

Show that {a, B} {a, B, y} are the same subspaces of;®

Solution: LetT = {a, B} S={a,B,v}

Since TOS, we have L(TY L(S)

Let d0OL(S) = Ca+GR+Gy=d ...(1)
y T(T) =  aa+bhB=y
a(l,2,1)+K3,1,5) =(1, 3,-3)
=>a+3h=-1

2a+b =3

a+5b=-3
Solving the above ;& 2, h=-1
Thus 2-B=vy

wnm = Ca+GR+G(20-B) =y
C+t2Ga+(G-C)PB=y
[0 &is a Linear combination of the set S
O L(S)O L(T)
O L(S) = L(T)
Exercises
1. Express the vector (1, -2, 5) as a linear caatimn of the
vectors (1, 1, 1) (1, 2, 3), (2, -1, 1).
2. Prove that (2, -5, 4) can not be expressed dmear
combination of (1, -3, 2) and (2, -1, 1)

3. Write the vector (1, 7, -4) as a linear comboraof vectors
a1(1, -3, 2) andi,y(2, -1, 1) vector spacestR).
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4. Is the vectono = (2, -5, 3) in y( R ) a linear combination of
vectorsa; = (1, -3, 2)a, = (2, -4, -1);= (1, -5, 7)

5. Show that the vectar = (2, 2, 3) is in the span of the vectors
0:=(2,1,4da,=(1, -1, 3) andi; = (3, 2, 5)

6. a) Find K so that (1, K, 5) is a linear conaian of (1, -3, 2)
and (2, -1, 1)

b) For what value of K will the vector (1, -2, K a linear
combination of the vectors (3, 0, -2) & (2, -1, -5)

7. Prove that the xz-plane may be spanned by the ngecto
(3,0,1) and (-3, 0, 2)

8. In R® show that the plane X = 0 may be spanned by the

vectors (0, 2, 2) and (0, 4, 1).

Express ( 3,-7,6) as a linear combination of thetars (

1,-3,2), (2,4,1),(1,1,1) inydR).

10. Express ( -1 ,4,-4) as a linear combination of tkiectors
(3,0,4) and (-2,2,-4) in R

11. Can the vectors ( 3,1,4) be expressed as a lgogabination
of (2,3,1) and (1,2,3)?

12. Examine whether the vectors (i) (3,3,3,), (i) (2,8)
(i) (1,5,6), (iv) (0,0,0) can be expressed as iredr
combination of the vectors (1,-1,3) and ( 2,4,0).

13. Which of the following are linear combination of

S D e

A= ,B ,C

-1 3 2 4 0 -2

a63 b—17 C00 g 6 -1
()08’()5 1’()00’()—8 _g

14. Which of the following sets span(R).
a) {(1,1,1),(2,2,0),(3,0,0)
b){ (2,-1,3),(4,1,2),(8,-1,8)}
b) {(1,2,1),(2,1,0),(1,-1,2)}
c¢) {(1,0,0),(1,1,0), (2,1,1),(0,1,0)}

15. Express the following as linear combinatbn

Pi= 4+ X + 2,
B=3¥x+1,R5¢+2x+3
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(@) 5x°+ 9x + 5, (b) 6%+ 2,
(c) 3¢ +2x + 2, (d) 0.
Answers

1. (1,-2,5)=-6(1,1,1) +3(1, 2,3) - (2,1,
3.(1,7-4)=-8; + 20,
4. No. 6. a)K=-8 Db)K=-8

9. 2(1,-3,2) +(-1) (2,4,1)+ 3(1,1,1)

10. 1( 3,0,4) + 2(-2,2,-4)

11. NO

12. (i), (i), (iv) are expressible

13. (a), (c), (d) are linear combinations

14 (a) yes, (b) no, (c) yes, (d) yes

15 (@3p-4p+p (b) 4p-2p
(C)%(pl—pz"‘ps) (d) O+ ps + )

1.06Linear Independence and Dependence:

Definition : Aset{a, a, .. .. a . } of vectors of a space V
over a field F said to be linearly independerhére exist scalars ¢
C,,Gsuchthatca.,+c a, + ...... +G, 0, =0 then¢ 0, G
=0........ =0

Definition : Aset{a, @, . ... a ., } of vectors of a vector
space V over a field F is said to Heearly dependent if it is not
linearly independent. i.e., the setr{ a., ... a , } of a vector
space over a field F is said to be linearly depehdfethere exist
scalars £ ¢, not all zero such that ;@ ; +¢, @ »
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Note : The null setg is always taken as linearly independent set.

Worked Examples:

(1) Show that the set S = {( 1,0,0)}, (0,1,0), Q01)} is linearly
independent in V5(R).

Solution : Let = (1,0,0), e=(0,1,0), e=(0,0,1)
Consider ge+ce+ce3=0
= ¢(1,0,0)+¢(0,1,0)+¢(0,0,1)=(0,0,0)
:>( C1,010)+(0|(é,0 )+C8(0101Q)=(01010)
= (€1,2,¢3)=(0,0,0)
= ¢,=0,6=0,c=0
1S ={e,,&, &} is linearly independent.

(2) Show that the set S {(1,1,1),((2,2,0), (3,3,0s linearly
independent.

Solution : Leta =(1,1,1),3 = (2,2,0)y = (3,0,0)
O ga+cf +cy=0
= ¢ (1,1,1)+ ¢(2,2,0) +¢(3,0,0)=(0,0,0)
= (C1+ 2 6+36;,G+26, ¢1)=(0,0,0)
= ,+26+36=0,¢+26,=0,6=0
¢=0,¢+26=0 = 2¢,=0,

¢,=0,6=0,G+26,+36;=0= c5=0
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L Cl:0102=01C8=0
0 S={a, B, y}is linearly independent

(3) Prove that the set S = {(1,3,2), (1,-7,-8),,12-1)} is linearly
dependent.

Solution : Let a =(1,3,2),8=(1,7-8),y=(2,1-1)
Oaa+cf+cy =0

=¢,(1,3,2)+¢(1,-7,-8) +¢(2,1,-1) =(0,0,0)

= (at+ g+ 2G,36- 76 + G, 26- 8¢ — ) = (0,0,0)
=>0+6+26=0,3G-76+3=0 26-86,—-=0
=c=3k,e =k, = -2k any arbitrary k.

U ga+cB+cy=0need not imply = 0,6=0,3=0
L S={a,pf,y}islinearly dependent.

1.07 Standard properties of linearly independent anddependent
sets

Theorem 1: Let V be a vector space over a field F . then

® The set of vectors V containing the null vector
linearly dependent

(i) The set consisting of single vectar of V is linearly
independent if and only ifr #0

(iii) Every non-empty subset of a linearly independent se

of a vectors of V is linearly independent.

is
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(iv) Any super set of a linearly dependent set is ligear
dependent.

Proof :

() LetS={a., a,.. a,}Dbeasetofvectors of V
containing the zero vector . Let;=0
thenl.a,+0.a,+ ........ +0.a,=0"1.a.= a,=0.
L there exists a linear combination of the form

CLO1+Ca ot o, ca,=0inwhichg# 0
(i. e, not all &= 0)
[l Sislinearly dependent.
(i) Let{a}be aset consisting of a single vector .

Let {a } be linearly independent . we shall prove tiat 0

If a =0, then {a}is a set consisting of the null vectors and hence

from (i) { a } is linearly dependent .

Which contradicts thatd } is linearly independent.
U a# 0.

Conversely, letr # 0 then

c.a =0=>c=0ora=0.

Buta # 00 c=0

U {a}islinearly independent .

36 College Mathematics VI |

(i) Let S be a linearly independent subsetVof
Let T be sub set of S
If Tisanullset,thenitis linearly indepemde
If T is a non-empty set, then S may be a finigt as an infinite set.
(a) Let S be a finite subset of V.
Let S={a, a-

Let T={a,., a- a .} where I m<n.

Let GC,. ... .. CmllF besuchthat
Ga 1+ A+ ... . Ch@m=0

Thenga .+ a ,+ CnOm +00 et ...+ 00 ,=0

=C=C T, =c, = C(since S, is linearly independent .

L0 Tis linearly independent set.
(b) Let S be a finite set.

If T is a finite subset of S, then as T is a firdtédset of an infinite
linearly independent set S,

LI T is linearly independent .
If T is an infinite subset of S, let W be any fengubset of T.
LW is linearly independent as Sis linearly indepmnd

LI T is linearly independent .
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(|V) Let S = {0’1, a -
that g a 1+ C ad,t

Consider the super set{;, a »

CLa,.+ ¢ a+

In this equation, there is atleast one& C.

Hence the super sei{;, a »
linearly independent

[l itis linearly dependent .

Theorem 2 : A set of non-zero vectors §, ', ... a,}ofa
vectors space V(F) is linearly dependent if and dyif some one of
those vectors saya( 2<k<n ) is expressed as a linear
combination of its preceding ones.

Proof : (i) condition necessary:

e, if={a, a, ... a , }is linearly dependent then to prove that
a « is expressed as a linear combination@f, a, ... a .1 where
2<k<n. Since S is linearly dependent, there existasa@l not all
zero such that ;@ 1 + G, >+

Let G be the last non-zero scalar.

If k=1,thenGa,=0= a,=0"-c #0.

a; = 0 is a contradiction to the hypothesis tmat o »
are non-zero vectors .

0 k# 102<k<n.

Now G 1+ GO+ +6a=0(qg#0)
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- C
Oa, =—Clal——zak ........... -a,,
G, G
U a (is a linear combination of its preceding ones.

(i) Condition sufficient :
i.e ,if one of the vectors say , is expressed as a linear combination
of its preceding ones , then set

S={a.,a,. ... ... a .} is linearly dependent .
ay = Ga1+Ga+ . + Ge1 O ¢
L aaitcdt+ + G A k1 - a’k=0.

This is be written as
a1+ a,t+

.......... +0a = 0.

In this equation ,there is atleast one scalar —itwis not
Equal to O Hence the set S %, a» a .} is linearly
dependent .

Note : Two vectors are linearly dependent iff one mutiple of the
other.

Theorem 3 : A subset S = { ( XXz, X3), (Y. Y2, Y3) ,( z, 2, z3)} of
V3(R) is linearly dependent iff.

Xl X2 X3
Yi Yo Yo=0
4 4, 744

Proof : The set S is linearly dependdrthere exist scalars
C1.C2C3 not all zero such that

C1 (X1, X2,X3) + G (Y1Y2Y3) + G( 21,22,23) = (0,0,0)
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i.e , Iff (CXat QY1+ Gzy, CiXot GYot Gz, CiXat GYst+ Gzz) = (0,0,0)
i.e iff the equations

&+ Gyt Gz =0
ot Gyt Gz, =0
st GYst+ Gzz =0 has a nhon —trivial solution.

I

Xl X2 X3
i.e., iff the coefficient matrix y, 'y, Y,| issingular.
Zl ZZ ZS
X Y1 4
i.e., iff the determinan Yy, Z=0
X3 y3 Z3
Xl X2 XS
orly, Y, Yi=0 since|A =‘AT‘.
Zl ZZ ZS

Hence the proof of the theorem.
i.e The set S is linearly independent if the dateant# 0

Note : This theorem can be extended to a subset ofciongein the
vector space MR ) .

Theorem 4 : A set of vectors is linearly dependent if andlydhit
contains a proper subset spanning the same su#hspac

Proof : LetS={a, a,. ...
of vectors of the vector space V.

a o} be a linearly dependent set
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Let W be the subspace spanned by the elemefts of

Since S is linearly dependent , it must contairvector say
a « which is a either 0 or it is expressed as a liweabination of its
preceding ones.

Even if we delete this vectar , from S, still it spans the
subspace W.

Repeating this process of deleteing a vectoramige at a
subset $of S which spans the subspace W and no elementhioh
is linear combination of its preceding ones.

[l the final set Sis linearly independent .
Conversely, if S has proper subset Bhose elements span
the same subspace as S does, then it containgemerel which is a
linear combination of the elements of itself.
Hence the theorem .
Theorem 5 : A finite set of vector of a vector space V containg
non —zero vectors has a linear independent subsetigh span the

same subspace.

Proof : The proof of this theorem is the same as th#hefirst part
of the previous theorem.

Theorem 6: If n vector span a vector space V, over a fieldnd r
vectors of V are linearly independent theam

Proof : LetS={a, a.
which spans V.

a .} be a set of n vector of V

Let T ={B1 Ba-iveeeen B be a set of r linearly independent
vectors of V.
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Since S spans V, every vectors of V is a linearloation of

Hence (by theorem 4) the set={ 8.0 1,0
dependent and spans V.

U There exists a vector say, T, which is a linear combination of
the proceeding ones.

This cannot be3; since it belongs to the linearly independent T.

Deleting this vectorr ; from T, we get

Now § is linearly dependent and still spans V.

LI B2V is alinear combination of the elements of S

Hence the setd={ 5, 5,0, 5, ........ a,} is linearly dependent and
spans V.
N there exists a vector sag; LIT, which is a linear

combination of the preceding ones.

This cannot beg, since it belongs to the linearly independent
setT.

Deleting this vectorr; from T, we get

S={B6.06,0,0,,....... (2 AN AR SR SRS a g}
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Which still generate V.

Repeat this process of deleting ameand including oneg till all
the B’s are exhausted.

To do this , the number ofr 's must be greater than or equal to the
number ofﬁ’s. i.e ,n=r. which proves the theorem.

Worked Problems

(1) Prove that the set S = { (1,2,1),(2,1,0),(12},} is linearly
independent.

Solution : Consider the determinant

1 2
2 1 =1(2-0)—2(4-0)+1(-2-1)
1 -1

=2-8-3=-20.
O The set S is linearly independent.

(2) Show that the vectors (1, 1, 2, 4), (2, -1,-8), (1, -1, -4, 0) and
(2,1, 1, 6) are linearly dependent in R

1 1 2

) 12 -1 -5
Solution : Conside

-1 -4

2 1 1

C-GC G+(G G+ (4G
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1 0 0 0
_3 _9 —

2 -3 -9 -
=12 -6 -

1 -2 -6 -
_1 _3 —_

2 -1 -3 -

13

=(3CD1 3 2=«
13

O Given setis L.D.

(3) Show that S = { ( 1,2,4), 1,0,0), (0, 1, 0) AP} is linearly
dependent in \A(R ).

Solution : S can be written as
S ={(1,0,0), (0,1,0) (0,0,03,2,4).}
Consider 1 (1,0,0) + 2 (0,1,0) + 4 (D)0
=(1,0,0) + (0,2,0) + (@)
=(1,2,4)

0 ( 1,2,4) can be expressed as a linear combinaifolits
preceding vectors as 1 (1,0,0) + 2 ( 0,1,0) + A(10

[l Sislinearly dependent .
(4) Find whether the set = { %= 1, x + 1, x -1} is linearly
independent in the vector space of all polynomialsver the field of

real numbers.

Solution: S ={¥-1,x+1,x -1}
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Consider  £x*-1) + ¢ (x+1) +g(x —1) = 0.
= G X-Cit CX+ G+ X —G =0
= X+ (CotCs) X+ (-Gt Cp-C3) = 0
= G=0,6+3=0,Gg+6—-c=0
= 6+3=0,6-6=0=c=0,g=0
0 ¢ (x*-1) + ¢ (x-1) + g(x-1) = 0=>¢,=0,6= 0,6=0
Ll Sis linearly independent .
(5) Prove that the four vectora ;= (1,0,0),a .= (0,1,0), as=
(0,0,1),a = (1,1,1) in 5(R) are linearly dependent but any three
of them are linearly independent.
Solution :
Let ¢(1,0,0) +¢(0,1,0) + ¢(0,0,1) + G (1,1,1) =(0,0,0)
= (C1t+ Gy, G+ Cq, Ca+ Cg) = (0,0,0)
= g+ c,=006t+=0ag+cg=0.
UIf ca=-k, ac=k, o=k g =k. Now choosing k =1, we get
a1+ A+ CGa3+0a,=0= a.+ a,+a;-a,=0.
U{a.,,a,,as,aqsisL.D.
Now let us show thatd ; a, a slis L.I.
a1+ a,+cas=0

= ¢(1,0,0) + ¢(0,1,0) + ¢(0,0,1) = (0,0,0)
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= (¢ &, 6) =(0,0,0)
= (at+c)a +(a-b-2c)B+cy=0

= C1:Ol Q:Ol (é:o
_ = a+c= 0 a-b-2c= 0 c=0since, B y are L.I
D{ a4, ao-, 0'3}|SL.|

. . . = a=0,b=0,c=0(by solving the equations.)
®) If a, B,y are linearly independent vectors in a vector
space V(F), then prove that =a+ fB,a- [,a-2 B+y are linearly independent.
)a+pB.B+y.y+a

EXERCISE

(i) a+ Q,,a -B,a-2[+ y are also linearly independent.

1. Show that S = {(1, 2, 3) (1, 0, 0) (0, 1, 0) (1)} is a linear
Solution : (i) Consider dependent subset of the vector spatéRR).

a(@+ B) +b(B+ y)+c(y+a)=0 2. Show that {1, x,% 3, ... }is Linear independent of vector
space F(x) of all polynomials over the field F.
—aa+af +b+by+cy+ca=0 : .
3. Prove that if two vectors are L.I one of them isalar
— (@@ +ca)+(aB +bB)+(by +cy)=0 multiple of the other.

4. Prove that the set of vectors which contains thie zector is

=(atc)a+(a + b +(b+cy=0 L.D.
= (a+c)=0,(a + b)=0(b+c)=0since B,y are L.l. 5. Prove that every superset of linear dependentfsetabors is
L.D.

=a =0, b=0, c =0 (by solving the equations)
6. Show that the following vectors in(R) are L.D

=a+ B, B+ y, y+ a are linearly independent. a)(1,2,3)(4,1,5)(4,6,2)
b)(3,0,-3)(-1,1,2) (4,2,-2) (2,1, 1)
() a(@+ ) +b(@ -B)+c(@-28+ y) =0 ) (1, 1,2 4) (2, -1, -5, 2) (1, -1, -4, 0) 2.1, 6)

7. Show that the following vectors i YR ) are L. |
a){(1,1,1)(1,0,0)(0,1,0)(0,0,1)}
b) {(1, 2,-3) (1, -3, 2), (2, -1, 5)}
= ag+ca+a\-bf-2cL+cy=0 c){1,1,-1)(2,-3,5) (-2, 1, 4)}
d){(1,1,1)(2,2,0)(3,0,0)}

= aqg+aQ\+ba -bf+ca-2cf+cy =0
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8. Which of the following set of vector are L.D
a) {(2,-1,4)(3,6,2) (2,10, -4)}
b) {(1, 1, 1) (2,2,0) (3, 0,0)}
c) {(1, 3, ) (0,1,4)(5,6,3) (7, 2,-1)}
d{(1,2,1,2)@3,232)(1,-3,0,4) (0,4, -3)}
e) {(1,0,0,0)(1,1,0,0)(2,1,1,1) (0,10,1)}
f) {(1,0,1),(1,1,0)(-1,0, -1)}
9) {1,2,1)(-1,1,0) (5 -1, 2)}

9. Which of the following subset S of the vectoasp of all real
valued functions defined over the interval (&) linear
independent (L. I)

1. S ={x, sinx cosx} 2. {x,% &%
3. S ={cosx, sinx, sin(x +1)} 4. {logx, 2log8jogx}
5. S ={cos2x, cdg, sirtx} 6. {1, sinx, sin2x}

10. Which of the following subsets of the vectpace of all real
valued functions defined over the interval () Linearly
dependent (L.D)

a) {x2—4,x+2,x—§x2}

b) {2 — x + 4%, 2 + 10x — 4% 3 + 6x + 2%}

C) {1+3x+3%X x+4X,5+6x+3%7+2x—-x}
d) {83+x+X 2-x+5% 4-3%

c) {2¢+xX +x+1, X+ 3% +x—-2, X+ 2¢—x + 3}

Answers
1. (1,-2,5)=-6(1,1,1)+3(1,2,3)-(2,1],
3.(4,7-4)=-8, + 20,
4. No. 6. a)K=-8 b)K=-8

8. a,b,e,g—independent; c,d,f—-L.D
9. () (2), -L.1I 10) a c)-
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1.08 : Basis and Dimension

Definition : Let V be a vector space over a field F . A suBsef
Vis called a basis of V if (i) B is linearlgdependent and

(i) B spans V.

Definition : A vector space V is said tobe finite dimensiohél has
a finite basis.

Definition : Thedimension of a finite dimensional vector space V
over a field F is the number of elements in adatV and is denoted
by dim V.

Worked Example :
(1) The set S ={(1,0,0),(0,10),(0,0,1)} is a masf V3( R).
Solution : (i) S is linearly independent.
Consider ¢(1, 0, 0) + ¢0,10) + g(0, 0, 1) = (0, 0, 0)
= (¢, ¢, C3) = (0, 0, 0)
= =0,¢=0,6=0
0 ¢ (1,0,0)+g0,1,0)+¢0,0,1)= 0
= C=0,G=0, G=0
0  Sislinearly independent.

(i) S spans Y R). ie, any vector xx,, X3) in V3( R). can be
expressed as a linear combination of (1, 0, 0)1,0), (0, 0, 1) .

(X1,%2, X3) =% (1,0, 0) + %(0, 1, 0) + %(0, 0,1)
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Hence S is a basis of3(\R).

These vectors are denoted hyeg e; repectively and are
calledstandard basis vectors and S is called the standard basis.

Since the basis contains 3 elements ,the veptaresis finite
dimensional and DimV = 3

(2) Determine whether the set S = {(2,1),(1,-2,0)} is a basis of
R*. (MO02)

Solution : Consider ¢2,1)+6(1,-2)+(1,0) = (0,0)
= (2t &+ G, -2¢) = (0,0)
= 20+t c=06G-26=0
= 26+ = - -26,=0

C . .
= ¢ = ?03,02 :fand Cz is arbitrary.

[l Sis not linearly independent .
Hence S is not a basis of R

(3) Show that the infinite set S = {1, xX........... X',....}isa
basis of the vector space F [X] of all polynomialsver the field F.

Solution : (i) In order to show that S is LI:;, we have to whthat
every finite subset of S is L.1.

Let T = {x™x™ ... X" } be an arbitrary finite subset
of S, so that each s a non — negative integer.

For any scalars;a,................... awe have
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since by equality of polynomials, the coefficeate 0.
This proves that Sis L.1.

If f(x) is an arbitrary member of F [x] of all pglomials,then
we can write

f(X) = a.l+ ax + ax’ + ....ooouvnn. + ax™

i.e., f(x) can be expressed as a linear conbinaifaa finite number of
elements of S.

LIS spans F[x] .
LI S is a basis of F[x].
Note : (a) The vector space F[x] has no finite basis .
(b) F[x] is an infinite dimensional vectorage.
Theorem on basis and dimension

Theorem 1: Any two bases of a finite dimensionalvector space V
have the same finite number of elements.

Proof : LetV be a finite dimensional vector space ovéela F.

Let S:p’ 1,0 2y a n}and T = {ﬁl,ﬁz, ...... ,Bn} be
two bases of V.

We have to prove that n = m.
Since Sis a basis ,S spans V.

Since T is a basis ,T is linearly independent.
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Ll (by Theorem 6 on linearly independent vectors afttise 2.07)
msn . (D)

Similarly ,since S is a basis ,Sis L.

and since T is a basis ,T spans V.

U (by the same theorem6)xm ... (2)
from (1) and (2), m=n.

Theorem 2: In an n-dimensional vector space V,

® any ( n + 1) elements of V are linearly dependent.
(i) none of the set of ( n- 1) elements can span V
Proof : (i) Let S={a Qa.cevvn..... a .} be a basis of an n

dimensional vector space V.
Let T be any set consisting of ( n+1) elements .
Since S is a basis ,it spans V.

If T is linearly independent , then we must have thumber of
elements in T less than or equal to the numbeleofients in S.

But T has more elements i.e,(n +1) than in&n()

U T is linearly dependent .

LJany (n+1)elements of V are linearly dependent.
(i) LetS ={a ., az.cccc....... a »} be a basis of V.
Let T be any set containing ( n- 1) elements.

Since S is a basis ,itis linearly ipeledent.
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If T generates the entire space V, ttlenset T must contain
more or equal number of vectors than in S. But(hak) which is < n
elements .
Hence T cannot span V.

[0 No set of (n-1) elements can span V.

Theorem 3 : Any linearly independent set of elemestof a finite
dimensional vector space V is a part of a basis.

Proof : Let S= {a 1, a2..co........ ay} be a linearly independent
subset of an n dimensional vector space V.

Now we shall determine vectot 1, Q k+2y......... a,
Suchthat{a 4, a,,......... [0 VRN (VT a .} is abasis of V.
Clearly k< n.

If k = n ,then clearly S is a basis of V, sinagy dinearly
independent subset of V is a basis of V.

If k<n,then Sis nota basis of V.

Let T be the subspace spanned by the vectors of S.

Since S is linearly independent, we have V.

i.e, T is a proper subset of V.
O there exists a non zero vec®r.; L1V such thata .«[] T.
UThesetfa ., aa.cvvene.... ak Q) is linearly independent.

If k+l=nthen{a . @ ,............ ay Qy.1}is abasis of V.
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If k+ 1 # n, we repeat the above process till we get n tipea
independent vectorg 1, @ »,......... (o VRN s VR P a , which form
a basis of V.

Theorem 4: For n vector of n dimensional vector space V to ba
basis, it is sufficient that they span V or that tley are
linearly independent.

Proof : Let S={a ., as............ a .} span V.

Ll there exists a linearly independent subset § which also spans V
U Tis abasis .

Since dim V = n ,the number of elements in T is n.

But T is a subset of S which also has n elements.

[ T=Sandhence S is a basis of V.

Secondly if Sis linearly independent, thersitipart of a basis
(by theorem 3) and this basis has n elementdifh V = n) and hence
S itself is a basis.

Theorem 5: Let A be any mx n matrix which is equivalent to
a row reduced echelon matrix E. Then the non-
zero rows of E form a basis of the subspace
spanned by the rows of A.

Proof : Since E is the echelon form of A, it follows thiae non-
zero rows of E are linearly independent, and hdooa a basis of
the subspace spanned by the rows of E.

Since A and E are equivalent, the rows of A argkbEerate
the same subspace.

[l the non-zero rows of E form a basis of the sulsgaanned by
the rows of A.
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Note : (i) Since the dimension of a vector space is thember of
elements in a basis, the number of non —zero nosis
the dimension of the subspace spanned by the rbis o

(i) Since the rank of a matrix is the number aihrzero
rows, the dimension of the subspace spanned bypte
of Ais equal to the rank of A.

(i) To find the basis and the dimension ofsaibspace
spanned the vectors, reduce the matrix whose roaviha
given vectors to echelon form.

Worked Examples :

1. Determine whether the set of vectors
{(1,2,3)(-2,1,3),(3,1,0) }is a basis of.R (N 2002)

1 2
Solution : Consider]—2 1
3 1

1(0-3)-2(0-9) +3(-2-3
3+18-15=0

O The vectors are L.D
O Itis not a basis of R
2. Define basis and dimension of a vector spac®etermine the

basis of the subspace spanned by the vectors

(I e R |

Solution : Let S be the above set. S ={A, B, C, D}
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1 -5 -4 2 1 -5-4 2 R-R
1 1 -15 0 0O 6 3 3 R,-2R
2 -4 -5 7 0O 6 3 3
R-R

1 -7 -5 1| |0 -2 -1 -
1 -5 -4 2
06 3 3 B R
0 0 0 OR4+%R2
0 0 0 O

The final matrix has two non-zero rows

|

OO Dimension of the subspace =2
3. Find the basis and dimension of the subspaceasmed by the
vectors (1, 2, 0), (1, 1, 1) (2, O, 1) of the vecgpace \4(z3)
where z is the field of integer modulo 3.
Solution: Let S={(1,2,0),(1,1,1),(2,0,1)}
1 20 1 2 O

ConsiderA=1 1 1(0/{0 -1 1
2 0 1 0 -4 1

|Al =1(1-0)-2(1-2) +0
=1+ 2=0 under + mod 3.

O Sis linearly dependent set.

To find the subspace of A
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0 12(5R2+2Rl

1D021R3+3R1

2 10 21 *°
1 2 0

010 2 1| R+ R
10 0 0

In the final matrix has two non zero rows.
O subspace is{(l,—2,3)( 0- l,)}
Dimension of the subspace = 2

O Sis linearly dependent set.
To find the subspace of A

120'126F22+2Fel
111 021R3+3R1
2 0 1 [0 2 1 :
1 2 0
0 21 R + R
10 0 O

In the final matrix has two non zero rows. Thus skaibspace
Is {(1 2,0 (0, 2,)} and its dim = 2.

4. Find the dimension and basis of the subspaceasmed by the

vectors {(2,4,2)(1,-1,0)(1,2,1),(0,3}in V3 R)
(M 02, M 2000)

Solution : Let S be the given set. DJVR )] =3
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Any subset of Y R ) containing more than 3 vector are L.D.

2 4 2] 1 2 1
. |/1 -1 0/ |1-10 1
Consider 0 —R
1 2 1

0 3 1

0O 0 O
In the last matrix has two non zero rows
0 Subspace is's$ {(1, 2, 1) (0, -3, -1)}
The dimension of the subspacei&d(S) = 2.

5. Define basis and dimension of a vector spacEind basis and

dimension of subspace of M R ) spanned by

{1,-2,3)(1,-3,4)(-1,1,-2)} (N 02) (M D1
1 -2 3
Solution: ConsiderA3 1 -3 4
-1 1 -2

A =1(6-4)+2(2+4)+3(1-3)
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=2+4-6=0
O Given setis L.D
O Itis not a basis of ¥R).

To find the dimension and basis of the subspa& of

1 -2 3 1 -2 3
ConsiderA=|1 -3 4|0/0 -1 1RZ_Ri
401 -2/ [0 -1 4R
1 -2 3
110 -1 1] R-R,
0O 0 O

The final matrix has two non-zero rows
O Subspace is {(1, 2,, 3) (0, -1, 1)}

Dimension of the subspace = 2.

6. Prove that{(1,2,]) (3,47 ( 3,1,)} is a basis oV, (R)

1 2 1

Solution: Let A=|3 4 -7 ( N 2001)
31 5
1 2 1
0 -2 —10] 7 R
0 -5 2 R R

|Al=1(-4-50# 0

O ltisL.l. O ltisa basis oV;(R)
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7. Define basis and dimension of a vector spaceExamine

whether the set of vectors(2,1,0 (1,1,2 and ( 1,2)1is a basis

of the space V;(R).
Solution : Define basis and dimension.
1 -1 2
Consider A=|2 1 O
1 2 1

A=1(1-0+1(2- 9+ 1 4 )
=1+2+6% 0

00 Given set of vectors are L. I.

It is a basis ofV,(R)

(8) Show that the vectors ( 1,0,-1), (1,2,1), (0,-3,Zorm a
basis of \4( R)

Solution : Leta =(1,0,-1)8 = (1,2,1)y = (0,-3,2)

1 0 -

Considenl 2 1/ =14+3)-1,(-3,-00=7+ 3 =300
0 -3 2

[] The se{a,f3,)} is L.l

Any vector (xx»X3) in V3( R ) can be expressed as a linear
combination ofa, B,y .

Let (% X2 Xg) =a = (1,0,-1) +b (1,2,1) + ¢ (0,-3,2)

= (a+b,2b—-3x+ b +20¢)
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Ua+b=x%x,2b-3c=x -a+b +2c=x
Adding first and third equations,we get 2b+2c;% Xs.
Now 2b+2C =% X3

2b —3c =X

subtracting 5¢ = X3~ X»

1 c= XXX,
5

2b—-3c= x

Dzb_s(X1+X3_X2)=X2

or 10b =5x+ 3t Xs- X2 )

= 2% + 3%+ 3.

e et X

10
Now a+b =x
ie, a=x- 2%, ¥ 3 + 3
10
_10)(1_2X2_3(1_ 3(3
10
a:7x1—2x2—3x

10
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Hence (X, X, X3) can be expressed as a linear cobination . Hence

{a,B,y} spans\R. U {a,B.} is a basis of V4(R).
9. Determine a basis of a subspace spanned hg vectors
(2,-3,1),(3,0,1),(0,2,1), (1,1,1) 0§ RR.

Solution: Let S ={(2,-3,1),(3,0,1),(0,2,1), (1,1,1) }

S contain 4 elements and diny R. = 3

[l Sislinearly dependent.

Now consider the matrix of vectors

e

1 1 1
arl® % YR o Ry
0 2 1 *
2 -3 1
1 1 1
0 ST (R.— 3R) and (R - 2 R)
0 2 1
2 -5 -1
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11 1

g9 3 - 3 (R) and 3(R)
0 6

0 -15 -3

1 1 1

1% 73 72| R+ 2R)and R-5R)
0o 0 -1/ °

0 0 7

1 1 1]

gl 3 2 R+ 7R,
0 0 -1 '

0 0 0

11 1]

U 01 2/3 1 R,and (-1) R
oo 1 37 '
0 0 O]

This is in the echelon form . There are 3 non-zeves.

[l Corresponding to these nonzero rows the vectoflaiel),
(3,0,1), (0,2,1) and these form a basis of thegate spanned by S.

Ul Basisis (1,1,1) ,(3,0,1),( 0,2,1) and basis Biadements
and hence dimension of the subspace is 3.

10. Show that the vectors (1.i.0),(2i,1,1),(0,1+1}i ) form a basis of
V3(C)
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Solution: Let S={(1,i,0),(2i,1,1),(0,1+i, 1) }

Consider the matrix of the vectors

1 i 0
A=| 2 1 1
0 1+i 1-i
(1 i 0
00 3 1 IR-2R)
10 1+ 1-i
(1 [ 0
0|0 3 1 |3R)

0 3(1+i) 3(-i)

1 1 0
0o 3 1 |[R-M+iR,
10 0 2-4
(1 i 0
11 1
0jo 1 =|= and ———
5[5 R) > (R
0 0 1

This is in the echelon form . There are three nem-rows.
J These non-zero rows determine the basis.

Corresponding to these, the vectors are (1, (20),1), (0,1+i, 1)}
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These form the basis of;{§¢) and hence the dimension of(¥) is 3.

11. In a vector space X R), leta =(1,2,1),8 =(3,15),
y = (-1, 3, -3). Prove that the subspace spanned by £} and
{ a, B, y}are the same.

Solution : Consider the matrix

1 2 1
A=|3 1 5
-1 3 -3
1 2 1
DetA=|3 1 5|=1(-3-15)-2(-9+5)+1(9+1)
-1 3 -3

=-18+8+10=0

O ThesetS{a, B, )} isL.D

O It has a subset which spans the same subspabe gé/én set of
vectors.

1 2 1
Now AJ|0 -5 2 |(R,—3R)and (R+R)
0O 5 -2
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1 2 1 12 12
010 -5 2|(Re+R) |0 1 s (_—;j(Rz)
0O 0 O 00 0

This is in the echelon form .There are two non-zexes.

Corresponding to these non-zero rows,the vecters ar
a=(1,2,1)andB =(3,1,5) .

O{a B}and{ a, B, y}span the same subspace.
1 0/|0 1|0 O

12. Show that S =S= , ,
0O Of|1 O

0 0]

_ a b
Solution : Let OM,(R)
c d
a b 10 01 00 0
Let =a +b +C +d
c d 00 00 10 0

[] S spans Y®
1 0 01 00 0 0
andC, +C, +C, +C, =
00 00 10 0 0

C, CJ [oo
= =
c, c,| |oo

=C=0,G=0,G=0,G=0.

Hi

basis of the vector space M® of 2 x 2 matrices. Find its dimension.
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O SisL. 1

Hence S is a basis of IR )

Since S contains 4 elements, dimy[(R) ] =4

13. Find the dimension and basis of the subspac@asned by
{1,3,2,4),(1,5,-2,4),(1,2,3,4),(1/8,4) }in V; (R).
1 3 2
Solution : Conside ! 2
1 3
1 6 -3
1 3 2
=1 2 7% 'R -R,R-R,R-R
0 -1 1 ’ I
0 3 -5
2 -4
=1-1 1 =0
3 -5

O The vectors are linearly dependent.

O The four vectors do not form a basis.

Consider the three vectors {(1, 3, 2, 4), (1, 542 (1, 2, 3, 4)}

The matrix of the vectors



Linear Algebra 67

13 2 4
A=l1 5 -2 4

12 3 4

1 3 2 4
Or1 2 -4 0 Rz—RlandR;—Rl
0 -1 1 0

(1 3 2 4_1
o1 -2 oZ2R)

0 -1 1 0

(1 3 2 4 1 3 2
gjo 1 -2 0jo0 1 -2
10 0 -1 0 0 0 1

This is in the echelon form and there are threezswn rows.

[0 The three vectors corresponding to these threezaomrows are (1,
3,2,4),(1,5,-2,4), (1, 2, 3, 4). They formasis of \{ (R ) and dim
[Va(R) =3

14. Determine the dimension and basis for the saion space of the
system x+y+z=0,3x+2y—-22=0,4x+3y=0,6x +5y+2z=0.

Solution : X+y+z=0 -——{&)
3x+2y-2z=0 - (2)
4x+3y—-z=0 - (3)

6x +5y+2z=0 - 4)
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1)x3-(2)=>y+5z=0 -
Qx4 -B8)=>y+5z=0

(1)x6 -(4)=>y+5z=0 -

LI (5) or (6) or(7)=>y = -5z
U (1)=> x=4z

Olifz=kx=4k,y=-5Kk.

X 4k 4
O |y|=|-5k|=k|-5
z k 1

[IBasis ={(4,-5,1)}
L Dimension = 1

15. Extend the linearly dependent set
of R%,

Solution: Let S={(0,1,2),(3,2,1)}
(0,1,2) =a (3,2,1)
=(3a,2a,a)
[l 3a=0,2a=1,a=2
These equation are inconsistent
LI It is not possible to express (0,1,2) as

USis L.l

{(0,1,2)3,2,1)} to a basis

a(3,2,1)
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Include the vector (1,0,0)to S .

_ _ ) {(21),(3,0).} (i) {(4,1),(-7.-8) }
Consider the matrix of the vectors.
(iii) {(0,0), (1,3).} (iv){(3.9), (-4,-12)}
1 0O .
A=|0 1 2 W {(21),(1.-1),(0,2)} (vi{(1.23),(-2,18(3,1,0)}
3 2 1 (V") {(311’_4)’ (2’5’6)1 (1’4!8)}’
"1 g (viii) {(2,-3,2), (4,1,1), (0,-7,1)}
110 1 2|R-R () {(1-1.0), (0,31), (1,2.1), (2.4,2)}
021 () {(1,6,4), (2,4,-1), (-1,2,5)},
(1 0 O (xi){(1,2,2,1),(0,2,0,1)(1,-2,2,-1)}
101 2|R-R (xiii) { (1,3,2,4), (1,5,-2.4), (1,2,3,4), (1,8,4)}
00 -3 (2) Which of the following sets of vectors are baseof the vector
10 space of polynomials :
alo 1 2 (_lj R () { 1- 3x + 24,1 + X +4%,1- 7x3in p,
10 01 3

N 1.
(i) (xx®—xX+ 3¢, X+ x%+ x4+§} inp,
This is in the echelon form . There are three r@&m-rows in this

aen 2 _ _ .
[J The non-zero rows form a basis , correspondintpése non-zero (i) {4+6x+x" -1 +4x+2%,5+ 2 X} in P,

rows, the vectors are (1,0,0),90,1,2) ,(3,2,1) (iv) {1+x+ 2 X+ 3 x2} in P,
0{(1,0,0),(0,1,2) ,(3,2,1)} is a basis of* Bnd its dimension = 3. (V) -4+ x + 3%, 6+ 5x+ 2% 8+4x+%}inP,
EXERCISE

(3) Determine the dimension and basis of the solot space of the

(1) Verify whether the following sets of vectors fom bases of \j( system of equations :

R) or Vi(R). If not, find a basis and the dimension of the 0 X+y—2=0,2x+y+22=0,x+2=0
subspaces spanned by these vectors ’ ’
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(ii) 2X+y+3z2=0x+52=0y+z=0 o)
(i) x—-3y+22=0,2x-6y+22=0,3x-9y+3z=0
(iv) x-4y+3z-w=0,x-8y+6z-2w=0.

(4) Which of the following set of vectors is a basisfdhe
space of all 2x2 matrices over R.

SR Ry
(Y

20 e e e
(et b

{( S e R

Let be the space spanned bya = codx, [ = sin?x,

(ii)

(iv)

y =cos 2x. Is {a,3,y} a basis of W ? If not , find a basis and

dimension.
Answers
QD (i) Basis (i) basis

(i) not a basis ;Basis {(1,3) }; dm=1
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(2)

3)

(4)
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(iv) not a basis ;Basis {(1,3)}; dim=1

(v) nota basis ;Basis {(2,1),(1-1)};, dim=2

(vi) Basis

(vii) basis ;Basis {(1,2,3) (3,1,0)}; dimz

(viii) not a basis ;Basis {(2,-3,1), (4,1,1) } dim =2
(ix) not a basis ;Basis {(2,4,2),(1,-1,0)}; dim=2
(x) not a basis ;Basis {(1,6,4),(2,4,-1)}; ndi=2
(xi) not a basis ;Basis {(1,2,2,1),(0,2,0,1)}dim = 2

(xii) not a basis; Basis {( 1,3,2,4),(1,5,-2,4),4,3,4)},
dim=3

(i) not a basis (i) basis (i) not a basis
(iv) basis (v) basis

(i) Basis = {(1,0,1)}; dim =1

(ii) has no basis ; dim=0

(i) Basis = {( 3,1,0) ,(-10,1)}; dim = 2

(iv) Basis = {( 4,1,0,0), (-3,0,1,0), (1,0,0,1)}di= 3
(i) Basis, (ii) asis, (i) not a basis,

(iv) Basis (v) not a basis.

not a basis ; any two af , 5, y form a basis; dim = 2



Linear Algebra 73

1.09 Linear Transformations

In this section ,we study mapping from one vecspace into another
vector space .

Definition : Let U and V be two vector spaces over a field FerTthe
mapping T:U - V is said to be a linear transformation if

@) T(a+ B)=T(a)+T(B) Ua,p0U
and (i) T(ca)=cT(a),UcdF anda U .

Definition : Let U be vector space over a field F. Thenlimear
transformation T : U- U is called a linear map on u

Note : (1) In the linear transformation , u and v aretgespaces over
the same field F.

(2) In the condition the + sign on the LHS is the of the
vector space u and + sign on the RHS is the + efvidttor
space V. similarly the scalar multiplication om th.HS is the
scalar multiplication of u and that on the RHS he scalar
multiplication of v.

Worked Examples :

Q) T:V2(R) - V2 (R)is defined by

T (Xy) = ( 3x + 2y ,3x —4y).verify whether T is alinear
transformation.

Solution : @ = (X, Y1), B = (%, Vo)
O a+ B =Xt X, Y1+ Y2)

O T(@+B)=T (Xt X, Y1 + Vo)
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= (B0t X2 ) +2 (% + V),
304t %2 )-4 (W +V2))
= (3x + 28x1 —4y) + (3 + 2y, 3%~ 4Y)
=T ey) + T (%Y2)
=Tq)+T(B)
and ar =c = (x, y1)= (% ,Cy1)
0 T(ca )=T (cx, cy)
= (3 (c%) + 2 (ex1), 3(cx)-4 (cy)
= (c (3% + 2y), € (3% — 4w))
= ¢ (3% + 21, 3% — 4y)
=cT (%, Y1)
=cT(ca )

UT:V,(R) - V,(R) isalL.T.and hence is a linear map
onV,(R)

(2) Define T: R -~ R*by T (x,y,2) = 2x + y ,y-z,2y + 4z). Verify
whether T is a linear transformation.

Solution: Let @ = (xYy1,2),8= (X2.Y2.2)
Oa + = (%t X2, V1t Vo, 21t 2)

0 T(a + B) = 206+ %) + (Yot y2), (Yot Y2)
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-(z+ 2), 20t ¥o) + 4(z+ 20)

ie, T@ )*T(B)=(X+y,2¢ +V) X +Y?) .ooreinnnnnn, 2
= (2t Y1+ 2%+Ys, Y1-Z1tYo-Zo, 2Y1+4Zz+2Y, + 42)

From (1) and (2) ,it is clear that
= (2% Y1, Y1721, 2Y1+421)+ (2%tY2, Yo-Zo, 2Y, + 42)

=T (W1.20)+ T(X2,Y2.22) T(a +B) # T(a *T(B)

Hence T is not a linear transformation.
=Tq )+ T(B)

Note : Powers of a variable can not form L.T.
ca =c (% Yn z) =(Cx,Cy, Cz)

(4) Define amapping T : M(F) - V,o(F) by T (a,a,a) =

O T (ar )= T(cxcy,cz) (az,a5). Verify whether T is a linear transformation.

= (2% (cyr), cyr- cz,2(cyr)+4(cz)) Solution : Let @ = (a,a,3), [ = (b,bsby)
= (C(@xy1, Y121, 2y1+42) (@ +[3) = (a+bya+by,astbs)
=cT ,
bz T(a +B) =T(atb,a+b,a+hs)
=cn()
= (&+by,as+bs)
[J Tis a L.T.and hence is a linear map on R
= (8a9) + (b:bs)
(3) T: V4(R) — V3(R) is defined by T(x) = (X,2%X,X°) . verify
whether T is a linear transformation. (M02) =T (a,a,3) + T(by,by,bs)
Solution: Leta =x, B =y =T@ )+T(B)
OT(a +B)=T(x+y) ca = ¢ (a,&a) = (ca, ca.ca)
ie,  T(@ +B)=(X+Y,2( *yF( X YD) ererrnn. 1) T(ca ) =T (ca,ca, ca)
T@ #T(B) =T (9 +T0) - (a8
=c(@a)

= (x2°)+(y,2%Y)
=cT (g &, &) =cT @)
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Ll Tis a linear transformation.
(5) Define the mapping T: MR ) - V(R ) by T (Xy) =
(xcos@- ysind ,xsin@ + ycosd). Verify whether T is a linear

transformation.
Solution : Leta = (x,y1), B=(XY2)
T(a +B)=T (Xt X, Y1t Y2)
= ((Xa+ X2)COSG- (y1+ o) SinG, ( Xu+ Xo) Sin@
+ (y1+ Y2) cost)
= (X, cosf- y; sind, x;sin@+ y; cosd)
+ (% COSB- Y, siné, x,sin@+y, cosl)
=T (ays) + T (%Y2)
=T (a +T(B)
T(ca ) =T (cxcy)
= [(cxcosf- cy, siné, cxsind+ cy, cosd)]
= (c(xcosd- y; sind), ¢ (xsind+ y, cosd)
= ¢ (xcosd- y; sind, x;sinf+y, cosd)
=cTq)

[l Tis a linear transformation and hence is a limeap
on V,(R)

(6) Let M(R ) be the vector space of all 2 matrices

over R and B be a fixed non-zero element of M( R) .
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show that the mapping T: M( R) - M( R) defined by
T(A) = AB+BA, AL M( R) , is a linear
transformation .
Solution : Let A,C J M( R) be any arbitrary elements.
T (A+C) = (A+C) B+B(A+C)
=AB + CB +BA + BC

= (AB+BA) + (CB+BC)

= T(A)+T(C)
Let kLIR
T (k.A) = (k. A)B + B(K. A)
= k.(AB + BA)
=KT(A)

LI Tis alinear transformation.

7. Prove that if T:V,(R) - V,(R) is defined by

T(x,y,2)=(x+2,y—x+ 2 is alinear transformation
T(a+B8)=T[(% Y2)*+ (X2 ¥22,) ]
:T[(xl+x2, v, +Y, zl+22)]
=(x+%+2+2, y+y,~(x,+x)+z+2)
= (X +2, Y.~ X+ Z) +(X,+ 2, Y, X+ 2)

=T (a)+T(B)
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AlsoT (ca) =T[c(x,y,2) ] =T[cx,cy.c7]
=(cx+cz, cy—ox, cx+cz) =c(x+2z,y - x+2)
=cT(a)

O T is alinear transformation

8. Prove that T :V,(R) - V,(R) defined by

T(xy)=(xcosf+ysig, x ta#l+y ca8) is a
transformation.

Solution: Let a (X, y1) andB=(%,¥.)
T(aa+eB) =T c (X, ¥,)+C,(X,Y,)]
=T[cx +CX,Cy,+C oy ]
=[ ¢ (% cosf+y, sind) +c,(x, cog+y, sifl)
¢ (X, tang+y, cod) +c,(x, tad+y, cob)]
=¢,(xcosf+y, sing, x, tad+y, cob)
c,(x,cos8+y, sing, x, tad+y, cof)
=0T (%, Y1) +C,T (X Y5).-

O T is linear transformation.

Note: The above problem can also be done using
T(a+B)=T(a)+T(B)and T(ca)=cT (a).

9. Verify whether T:R® - R? defined by
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T(x,y,2)=(2x+3y,y+z+] is alinear transformation.
(A 2004)
Solution : Leta =(xY,2,) B=(X, ¥»2,)

T(a+B)=T[(X+X%, Y1+ Ynz,+2)
=[2(% + %) +3(Vy+Y,), (Yityo)*+(z+z)+1]
#[2¢+3y,, Ytz + D +[ 2G+ 3, y,+Z,+ ]

O T is not linear transformation.

Note : when a constant is present, it cannot form L.T.

10. Prove thatT = R® — R? defined by
T(xy,2)=(x+y, y+22) is alinear transformation
(N 2004 )
Solution : Let O=(x,Y;,2,) B=(X,Y,2,)

Tloa+c,B]=T[c, (X, Yuz) +C (XY 22)]
=T[ex +C X, Cy ey, cz 2]
=[eX+Cx ey ey, cytcy #2(cz#cz)]
= (X + Yy Cy,+ 26 2) +(BX + BY 2BY + 282 )
=c X+ Y, Yo+ 2z]+c e x,+cycy+cz]

=c¢T(a)+c,T(B)

O T is alinear transformation.
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1.10 properties of linear transformation.:
Theorem 1: If T: U - Vs a linear transformation, then

(i) T(0) = O'where 0 and)’ zero vectors of U and V
respectively.

iy T(Ca)=-T(a),daOU
(i)  T(Cia 1+Co 3+...+Coad 1)
=GT(a )+CT(a )+...+ GT(a )
Proof :
(i) Da DU
T (@ +0) = T(a) + T(0) since Tisa L.T.
=T(a)=T(a) +T(0)
= T(@)+0=T(a)+T(0)
= 0=T(0) (by left cancellation law in V)
= T(0)=0
(i) T(a+(-a))=T(a)+T(-a)since Tis linear.
ie TO) =Tg)+T(-a)
ie., 0 =)+T(-a) . T(©)=0
Similarly ~ 0=T (-a) + T(a)
O T (-a)is the additive inverse of T()

e, T(-a)=-T(a)
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(i) Let us prove this result by Mathematical uadion.
LetP(n): T(Ga 1+ Ca ,+.......... +G.Qa,)
= GT(a ) + GT(a)+.......... +CT(a ).
lfn=1,P1)=T (Ga.)= CT(a )
Since T is linear , P(1) is true.
Let n =m,P(m): T(Gxr .+ Ca+......... +Cn @ )
=CGT(a ) +GT(a)+.......... +CnT(a ).
We have to show that P(m+1) is true
T(Cia1+Caart.......... +Cne1 @ m+1)
=T(Ca.1+Ca+.......... +Cn@ 1) + T (Crn @ 2
=CGT(a)+CT(a)+ .o.on.. + G T(am
+ Gt T(A 1)
0 P(m+1) is true.

Since P(1) is true and P(m) is true P(m+1) is true, by
mathematical induction, P(n) is true for all pogtintegers n.

Theorem 2: If (1, [B,...... [ is any basis of the vector

space U and o, a,,...... a., are any m
vectors of the vector space V, then there exists
one and only one linear transformation
T:U - V such that T(8,) = a for

i=1,2, .......... m.
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Proof : Let a [0 U be any arbitrary vector of U.

U a=gf1+L+.......... +Gn B mfor

Define T:U- Vby
T(a’)=Cla’1+C20’2 .......... CnQ .

We shall prove that this is the required L.T. floistwe shall show
that

® T is linear
(ii) T(B,)=a fori=12,.... m.
(iii) T is unique.
(i) Considera, fLIU
0 @ =681+ o+ ..., +Gu B
B=thfBi+hBote...... +hn B
a+ B =(+d) Bi+(C+d)Lao+....... +(Gyt Ay ) B
T(a+B) =Tl(crt d) B1+(Ct &) Bot... +(Crit dn) Bl
=(gtd) g+t d) agst......... +(Gnt dn) O .
=qQq+daq+ca 4+dha,, +...... + 6,0+ dn O
=(qa 1+ a ,,...... Cn@ m) + (0L 1+0:0 ...... Un@ m)

=T B+ B2+ +enBm)t (W B1+d Bo+...... +0n B m)
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=T (a)+T(B)

ca =c(aB1+cLBa+.......... +Gnfm)
=cef1+CeBo+.......... +CG O m

UT(ca)=T(afi1+cefo+.......... +CG /B m)
=CeA 1+ CQA o......... CCn @ m
=c(ea.+qa,,......... +Cn )
=cT(f1+GLlo+.......... +Gnfm)
=cT @)

L Tis alinear transformation.

(i) Bi=0.81+0.8,+......... +0.8 |

= 00,+0a,..+0_ +1la,,+...+ O,

=0.a 1+O. a 2y+... +0.a

i
:ai

OT(B,)=fori =1,2,....... m.

L tlLaa0. +.40.an
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(ii) If possible let there be another linear tramsfation

S:U-VsuchthatSg )=a;

S(a) =S(@L1+GLot+.......... +Gnfm)
=¢S(L 1) +&:S(L2)+.......... + GS(LBm)
= €A 1+ oy + Gn@ m
=T B1+ B+, + G )
=T@)
U S(@a) = T(a) or any arbitrary vectoor L1U

[0 S = T. Hencel.Tis unique.

Remark: From this theorem, to determine a linear transféionaTl
from U into V, first define T on a basis of Udathen extend to the
remaining elements of U by expressing them aseati combination
of the basis elements. This is called linear ex¢tensf T. we shall
illustrate this process in the following worked exades.

Worked examples:

(1) Find a linear transformation T : V,( R) — Vy( R) such
that T(1,2)=(3,0)and T (2, 1) = (1, 2)

Solution : Let us express (1, 2) and (2,1) as linear comtonati
the basis vector;e= (1,0) and £= (0,1).

(1,2)=1(1,00+2(0,1)=1& 2 e
(2,1) =2 (1,0) + 1(0,1) = 2& le.

UT (e +2e)=T(1,2)and T (2e+ 18) =T (2,1)
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ie, T(&) + 2T(&) = (3,0)  vevveverennn. (1)
and 2T(e+ T(e) =(1.2)  .oevvereenens 2)

Solve (1) and (2) for T¢eand T(g)
Multiply (2) by 2 and subtract from (1)

We get-3T(@ =(3,0)—(2,4)

ie,- 3T = (1, -4)
(14
0 T(e) —( 3 3j
From (2) T(@ = (1,2)-2T(e
_ 4714
= (123 '3)
_ (? -_2j
3" 3
Now T (xy) =T [x(1,0) + y(0,1)]
=T[xey ]
= xTeery T(e)

(2963

6&&%-&)
3 3'3 3
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—-X+5y 4x-2y
3 )

ie, T(xy) = ( Jis the required linear

transformation.

(2) Find a linear transformation T: V3( R) — V,( R) such that
T (1,0,0) =(-1,0), T (0,1,0) = (1,1),T (0,0,1) 6,(1)

Solution : = (1,0,0), e=(0,1,0), e=(0,0,1)
LT (&) =(-1,0), T(g) (1,1),T(g)= (0,-1)
Now, (X,y, z) =x(1,0,0)+y(0,1,0) + z(0,0,1)
T (x,y,2) = T[x(1,0,0)+y(0,1,0)+z(0,0,1)]
= XTg+yT ()+2T(ey)
=x(-1,0)+y (1,1) &-1)
= (xX+y.y2)
ie, T(xy,z)  =(yxy-2)
(3) Find a linear transformation T:R? - R® such that
T(1,1)=(-102) and T (2,1) = (1,2,1)

Solution : Let us express (-1,1)and (2,1) as linear combanatif
e= (1,0) and = (0,1)

(-1,1)=-1(1,00+1(0,1) =+t &
(21)=2(1,0)+1(0,1) =2¢&
UT(ete) =T(-1,)and TRe &) =T (2,1).

e -TE@)+T(e)+=(-1,0,2) ... 1)
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2T(@+T(e) =(1,2,1) e, (2)
Solve equation (1) and (2) for Tfeand T(g).

Subtracting (1) from (2) weget
2 2 -
3T = 2!2!-1 DTe - Ty
(e) ( ) = (e) = (3 3 3j

Subtracting in (1) we get

_ 22-1
T(e) =(-1,0, 2)+(3 3 3}
- (125
i.e., T(e) —(3 3 3)

T (xy) = T[x(@) +Yy(®)]
=XT (8 +yT ()
B (2 2 —1) ( -1 2 5)
=X|—=,=,— |[*Y| —,—,—
33 3 3'3'3
:(Zx—y 2X+2y —-X+ 5yj
3 3 ' 3
_(2x-y 2(x+y) By-x
DT(X'y)_( 3 3 ' 3 j

(4) Find a linear transformation T : R® - R® such that

T(1,1,1) = (1,1,1), T (1,2,3)= (-1,-2,-3) and T,{12) = (2,2,4).
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Solution : Let us express (1,1,1), (1, 2, 3),(1,1, 2) asaline

combinations of £= (1, 0, 0) ,e= (0,1, 0) ,e= (0, 0, 1)

(1,1,2) =letle+le
(1,2,3) =le2e+3¢
(1,1,2) =letle+2e
T(1,11) =T(et &+ &)
T(1,23) =T(et e+ &)

T112) =T(et &+ )

ie, T(e)+ T(e)+T(e) = (1,1,1) ..(1)
T(e)+ 2T(e )+ 3T(e) = (-1,-2,-3) ..(2)
T(a)+ T(e)+ 2T (&) =(2,2,4) ...(3)

Solve the equation (1), (2) and (3) for T(,d (e )and T (g)
We get T( @, = (4,5,8), T(g) = (-4-5,-10), T (8= (1,13)
Now (X,y,z) =xetye+ze
UTxyz) = xT(e+ T(e)+T(e)
=x(4,58+y(-4,-80)+z (1,1, 3)
ie, T(X,y, z) = (4x — 4y + z, 5x -5y + z, 8x-18y3z)
is required linear transformation.

(5) If Vis the vector space of all polynomial oweR, show that
the mapping f: V - V defined by f(p) = p(0) isa linear map.

Solution: Let p, gl V UOp+qlV
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f(p+q)=(p+q) (0) =p(0) + q (0)
fp) +f(a)
f(cp) = (cp)(0) = ¢(p(0)) =fp)
0 f:V - Visalinear map.
(6) If T:R?- R?is a linear transformation such that
T (1,0) = (1,1) and T(0,1) = (-1,2) . Show that T aps the
square with vertices (0,0) , (1,0) , (1,1) , (0,linto a

parallelogram.

Solution : T (1,0) = (1,1) ,T (0,2)= (-1,2)

Let (x,y)d R?.
L (xy) =x(1,0)+y(0,1)
UT(xy) =xT(1,0)+yT(0,1)

=x(1,1) +y (-1,2)

= (X-y, x +2y)
LT (x.y) = (X -y, X + 2y)
T (0,0) = (0,0)=A
T(1,0) =(1,1) =B
T(1,2) =(03)=C
T(0,2) = (12D

[0 A,B,C,D are the vertices of a quadrilateral.
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To show that ABCD is a parallelogram, we havehow
that the diagonals AC and BD bisect each other.

Mid point of AC MOLS) = (O—:Bj
2 2 2

Mid point of BD :(Eﬂj = (O—:Bj
2 2 2

[l Diagonals bisect each other
[1 ABCD is a parallelogram.
1.11 Matrix of a linear transformation
In this section we shall study how to associatea#tix to
a linear transformation and conversely how to dase@ linear

transformation to a matrix.

Let U and V be two vector spaces of dimensions rd an
respectively.

LetBl={al,a’2, ...... an}andez{lB]_,ﬁz, ....... ﬁn}
be the bases of U and V respectively.

Let T:U - V be a linear transformation defined
ByT(a|) =Q1ﬁ1+Q2 ﬁz"‘ ............. +Qnﬂn.
T(al) = Q1ﬁ1+012,82+ ............ +Clnﬁn.

T(a) = Q1ﬂ1+(>22ﬁ2+............+C2nﬁn.
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T(am) =C}n1ﬁ1+Cn2,32+ ............. +Cnnﬂn
The coordinates of Td;), i =1,2, ..... m w.r.t the basf$, of
V determine an mn matrix
_Cﬂ.l ClZ C.‘rl ]
C;, Cyy ... Cpy
C21 C22 C21 Cl c c
A — — 2 22 'm2
c C
_le sz Cmn_ Cln 2n mn

This matrix A is called the matrix of linear traoghation T
relative to the bases;EBnd B . conversely , given a matrix A=
(Cij)mxn, We shall associate a linear transformation T:tJ V
where U and V are vector spaces of dimensions m mand
respectively.

Consider the bases B {a 1, O »,.......... a Jand
B={f1 Ba.... LS.} of U and V respectively.

We shall define a linear transformation T by defining the
values of T on the vectors of Bs:

T(al) = Q1ﬂ1+C12,52+ ............ +C_|_nan_
T(a) = Qlﬁl"’CZZ ﬂ2+------------+02nﬂn-
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T(am) =Cn1ﬁ1+Cn2,32+ ............. +Cnnﬂn.

Now we extend T linearly to the entire space V tier the linear
transformation T is unique. Hence every matrix barassociated
to a linear transformation.

We shall illustrate these in the following examples

Worked examples:

1. Find the coordinates of the vectora =(4,2) belongs to R

relative to the ordered pair B ={(1,1)( 3,3}

Let (4,2)=a(1)+b( 3}

=4=a+3, and 2=a,.+b,

=a=1 b=1

O (1,1) is the relative bases.

2. Find the matrix of the linear transformation T =R* - R®
defined by T (X, y) =(x+y, y+2z+X)
Solution : Let  =(1,0), e,=(0,) OR
f,=(1,0,0, f,=(010, f,=( 0,0)0R®

T(g)=T(L0)=(103= %+ d,+ 1,
T(e)=T(0,)=(119= %+ G,+ 1,

The matrix linear transformation of
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{1 0 1} .
is
110
3. If T:V,(R) - V,(R) is defined by T (x,y,z) =(y-x,y-2)
Find matrix of T (N 2001)
Solution: Let g, e, €, O V,R)
T(e)=T(10,0=(0-120 9=(-1p
T(e)=T(010=(*+ 0% 9=( 1L
T(e)=7(0,03=(0-0,0-}=( 07 J

O The matrix of the L.T is
-1 0

. |-1 1 0
1 1] iIs
0 1 -1
0O -1

4. Find the matrix of the linear transformation
T:R® - R’ defined by T(x,y,2) =(x-y+2z,2x-z,x+y~- 2)
Solution : Letg, e, e,0R® (M 1999)
T(e)=T(10,0=(12}
T(e)=T(010=(-10}
T(e)=T(0,0,9=(1- 1~ 2
0 The matrix of the L.T is
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1 2 1 1 -1 1
-1 0 1] is |2 0 -1
1 -1 -2 1 1 -2

5. Find the matrix of the L.T ., T: R® — R? de defined by
T(xy,z)=(2x+3y,y+ ) w.rt standard bases

Solution : Lete, e, e, 0 R, the standard bases (A 2004 )
T(e)=(0.0=(29
T(e)=(019=(3)

T(e)=(0,09=(0,3
The matrix linear transformation is
2 0

.12 30
3 1| is

01 2
0 2

6. Find the matrix of the linear transformation T : R® - R?
Defined by T (X, y) =(2x+y, X~ 2y) (NO04)
Solution: Letg,e 00 R
T(e)=T(£0=(23 ; T(e)=T(0}=(1 2

) 12 1 . 2 1
The matrix L.T. is IS
1 -2 1 -

96 College Mathematics VI |

7. Find the matrix of the linear transformation
T:VyR) - V) R) defined by T (x,y) = (X,-y) w.r.t the
standard basis of {( R ).
Solution :

T (xy) = (X,7y)

T( =T(1,0)=(1,0)

T( =T7(0.1)=(0-1)

1 O
The matrix of linear transformation [SO }

8. Find the matrix of the linear transformation
TV R) - V3 R)such that T (-1, 1) = (-1, 0, 2) and
T2,1)=(1,2,1). (M 2000)

Solution :(-1,1) =-1e+ 1e
(2,1) =2e1le
T-1,1)=T(-e+e)andT(2,1)=T (26 &)
e, -T@+T(®) =(102) oo, 1)
2T(@+T(®) =(1,21)  cveerrennn, @)
Solve these equation for Tfeand T(g).
Subtracting (1) and (2) we get

3T () =(2,2,-1)
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2 2 -1
|:| T === —=
@ (3 : 3j
22 -1 -125
uT =(-1,02)+ —,—,— | =| —,—,—
@ = (102422 ) (333j
The matrix of L.T .is
_Z __1_
2 2 -1 |33
3 3 3|_|2 2
12 5/ |3 3
3 3 3 —_1 §
L3 3]

9. Find the matrix of the linear transformation

T:Vi R) - Vy( R) defined by T(x,y,z) = ( X + y,y + z) w.r.t
standard basis.

Solution : the standard basis are (1,0,0),(0,1,0),(0,0,1).
O T(1,0,0)=(1+0,0+0)=(L,0)
T(0,1,0) =(0+1,1+0)=(1 1)
T(,0,1)=(0+0,0+1)=(0,1)

L The matrix of the linear transformation is

110
o1 1

o R K
=)
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10. Find the matrix of the linear transformation T:R, —» Rs
defined by T(X, Xo, X3, Xg) = (Xg+ Xo+ 2% + 3% X1+ Xz —Xq, X+ 2X%)
w.r.tthe basesB=(1, 1, 1, 2), (1,-1, 0, 0), (O, O, 1, 1), ((0,0) and
B.={(1,2,3),(1,-1,1),2,1, 1)}
Solution : B, ={(11,12),1,-1,0,0). (0,0,1,1),((0,1,0,0)}
B={(1,2,3), (1,-1,1),(2,1,1)}

T(1,1,12) =(1+1+2+6,1+1-2,1+2) = 10,0, 3)

T(1,-1,0,0) = (1-1+0+0,1+0-0,1-2)  =,1(01)

T(0,0,1,1) =(0+0+2+3,0+1-1,0 + 0) =5,0,0)

T(0,1,0,0) = (0+1+ 0+0,0+0-0,0+2) = O(2)

Now (10,0, 3) =a(1,2,3)+b (1,-11) +c (2)1,1

=(a+ b +2c, 2a-b 8a,+ b+c)
U atb+2c=10,2a-b+c=03a+b+c=3

Solving for a, b, ¢, we get a;l—l,b zl—g,c =i1
9 9 9

(10, 0, 3) =%1(1,2,3+%9( 1- 1,;L+i9]( 2,101

0,1,-1) = a(@23)+b(1,-1,1)+c(2)1,1
= (a+b + 2c,2a-b+c,3a + b +¢)
Ua+b+2c =0,2a-b+c=1,3a+b+c=2

Solving these equation ,we get
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a:_—z,b=_—8,c:—5
9 9 9
-2 -8 5
U 0,1,-1 = —(1,2,3-——(1-1L1+—( 2,1,
©.1-1) 2(123-(1- L) ( 2.0

Similarly we have
(5,0,0) =(a+b+2c,2a-b+c,3a+b+c)

U a+b+2c=5,2a-b+c=0,3a+b+c=2

5 25

Solving these equations we get a_—%'g b=—,c=—

9

9

L (5,0,0) :_—30(1,2,3)+§( 1- 1,;L+395( 2,1)

and (1,0,2)=(a+b+2c,2a-b+c,3a+d +
UUa+b+2c=1,2a-b+c=0,3a+b+c=2

Solving these equations we get aél;b = Z ,C= _—1
9 9 9
0(1,0,2) =g(1,2,a+—;(1,— 1,1——;( 2,10

LI The matrix of the linear transformation is

-11 19 41
12 -8 s 1 -11 -2 -10 4
— ==119 -8 5
9/-10 5 25 9
41 5 25
4 7 -1

7
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11. Find the linear transformation for the matrix
-1 0
A= | 2 O]with respect to
1 3

(i) B1 = {(1,0,0),(0,1,0),(0,0,1) and B= {(1,0),(0,1)} and
(i) By={(1,2,0),(0,-1,0)(1,-1,1) and B= {(1,0),(2,-1)}
Solution : (i) the given bases are:

B, ={(1,0,0),(0,1,0),(0,0,1) B={(1,0),(0,1)}

-1 0
The matrixis A= 2 O
1 3

Define the linear transformation.
T:Va(R) - Vi R) by
T (1,0,0) = (-1) (1,0) + 0 (0,1) = (-1,0)
T(0,1,0) =2(1,0) + 0(0,1) = (2,0)
T(,,1) =1(1,0+3(0,1)=(1,3)
U T(a) =(-1,0)

T(e) =(2,0)

T(e)=(1.3)

Now T(xy,z) =T (Xxetye+ze)
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ie, T(x,y,2)

=xT+yT(e) +zT (g)
=x(-1,0) +y (2,0) + z3)
=(-x+2y +z,0+0 + 32)
=(x+2y+232)

=(-x+2y+232)

(i) The bases are B {(1,2,0),(0,-1,0),(1,-1,1)}

B={(1,0),(2,-1)}-

Define the L.T: ¥ (R) - Vo(R) by

T(1,2,0) =(-1)9(1,0) + 0(2,-1) = (-1,0)

T(0,-1,0) =2(1,0)+0(2,-1) =(2,0)

T(1,-1,1) =1(10+3(21) =(7,-3)

Now (1,2,0) = 1(1,0,0) + 2(0,1,0) + 0(0,01)

OT(2,2,0) =T (1ler2e +0e)

ie,T(a)+2T(e¢) =(-1,00 ...

(0,-1,0)

= 0(1,0,0)- 1(0,1,0) + 0(0,0,1)

= Qele, +0e

UT(0,-1,00 = T (Oele + 0g)

ie,-T(e)

(1,-1,2)

=200 e
= 1(1,0,0) -1(0,1,0) + 1(0,0,1)

= lele + 1e
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UT(1-11) =T (eerte)
ie, T(€)=T(e) +T(e)=(7,-3) ...o...... A3)
Solving the equations (1) ,(2) and (3) ,we get f@n
T(&) = (-2, 0)
from (1) T (e) +2T(g) =(-1,0)
U T()=(10-(40)= (30
from (3), we get (3, 0) + (2, 0) + Tje= (7, - 3)
L T(e) = (7, -3)-(3, 0)- (2, 0)
ie,T(e) =(2,-3)
U T(xy.2) =T (xg+yetz e)
= XT(9+yT(e) + ZT(®)
=Xx(3,0) +y (-2,0) + z (2,-3)
= (3x- 2y +22,-32)

(12) Find the linear transformation or the matrix
0 1 -1
A=|1 0 O (wrt
1 -1 0

0] Standard bases B= B, = {e;,&,,&3}

(i) B,= B,= {(0,1,-1),(-1,1,0),(-1,-1,0)}
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Solution : (i) Bases B=B,= {ey, &, &}
Definethe L.T; T: ¥(R) - V3(R) by
T(e) =T(1,0,0)=0ele + 1= (0,1,-1)
T(e) =T(0,1,0)=1er08 + &=(1,0,0)
T(e) =T(0,0,1) =1 1e +0g=(1,-1,0)
LUT(e) =(0,1,-1), T (9 =(1,0,0), T (¢) = (1,-1,0)
T (xy.2) =T (xgtye, + z8)
=xT(g+yT(e) +zT (g
= x(0,1,-1) + y(1,0,0) + z (1,-1,0)
ie, T(x,y,z) = (y + z, X-z, -X) is the requireddiar transformation.
(ii) Bases B =B, ={(0,1,-1),(-1,1,0),(-1,-1,0)}
Define the L.T T:\M (R) - V3(R) by
T(,1-1) =0(0,1,-1)+1(-1,2,0)-1(-1,-1,0)
=(0,2,0)
T(-1,1,0) =1(0,1,-1) + 0 (-1,1,0) + 0 (-1,-1,0)
=(0,1,-1)
T(-1-10) = 1(0,1,-1) -1 (-1,1,0) + 0 (-1,-1,0)
=(1,0,-1)
Now (0,1-1)=0ele-1lg

O0T@01,-1) =0T@+1T(e) -1T ()
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ie, T®) - T(®) =(0,2,0)  ecererrn, (1)
(-1,1,0) =-1e+le+0.e

U T(-1,1,0) =-T (@+ T(e) + 0 T(e)

ie, T(@)+T(®) =(0,1,-1)  wovreer, )

(-1,-1,0) =-1.e-1.¢+ 0.8

U T(-1,-1,0)=-T (@ -T(e)) + 0 T(e)

ie, - T () -T(&) = (1,0,-1)  eovvrenn., A3)

Solving equation (1), (2), (3) we get

T(el)-(El—zl j T(e) = (31—;@

1-3
”){EE'j

UT (xy,z) =T (xetye, + z&)

L)y (2 lo) (220
2 2 2 2
e T (X,2) = —E—X—E,—Z+X—§,x is the
2 2 2 2 2 2
required

13. Find the linear transformation T : R® — R? corresponding to

3
the matrix{ } w.r.t the bases
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B, ={(1,0,0 (0,1, ( 0,0)} to B,={(2,2)
Solution:  T(L,0,0=1 2}~ { 3)1=(- 1)
T(010=22)+ { 3)=( 7
T(0.09=42)- ¢ 3)=( 6}
Let (x,y,z)OR
(x,y,2)=C,(1,0,0+C,( 0,1,0+C,( 0,0)1=(C, G, C,)
O C=x C,=y, C;=z
O (xy,2)=x(10,0+y(0109+z( 0,0)
T(xy,z) = xT(1,0,0yT(0,1,0zT( 0,0)
= x(-1.0)y(7.32( 6,3

= (~x+7y+6z,3y+ %)

(33 (ao09

14. If the matrix of linear transformation T on VZ(R) relative to

2
standard basis ofV, (R) is L 1} then what is the matrix of T

relative to the basisB, ={(1,2) (1~ 3}
Solution : Let g & e, are standard basis ¥ (R) for the given
Matrix T(L,0)=2(1,9+ 1 0)=( 2
T(0.9=-319+ 1 0})=(- 3)

For (x,y)0O V2 (R)
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T(xy)=[x(L0)+y(0,3]=x(2)+y(- 3}
=(2x—3y, X+Y)

From the given basis 1B
T(LY=(2- 33 }=(- 13=2( (& )
T(L,-1)=(2+31+ }=( 5,9)=g( 1,)1+g( %)

[0 Required matrix Transformation is

N N
Nlor oo

1 2
15. For the matrix [3 4} find the corresponding linear trans-

formation T:R® - R® w.rtthe bases((1,0) (1,3}
Let(x, y)OR?, (xy)=2a(L0)+b(13
Xx=a+b, y=b, Oa=x-y,
= (x,y)=(a+b,b)
=(x=v.y)
= (xy)=(x-y)(£.0+y(1)
T(xy)=(x-y)T(1,0+yT (L

(x-¥)(4.3+y(6.9
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=(4x-4y+6y, X- 3+ 4)
=(4x+2y, X+y)

This is the matrix transformation.

16. Find the matrix of the linear transformation

T:V,(R) - V,(R) defined by T =(x+y, y+2) relative
to bases (i) standard bases'#f(R) and V,(R)

() B ={(119 (10,9( LLY of V,R

(i) B,={(1,0) (0.9} of V,(R)

Solution : case (i) e, &, & are the standard bases of
V:(R) & & & & areof L (R)

T(e)=T(L0.0=(19= { 1p+ ¢ Of
T(e)=T(019=(1)= { 1P+ { O}
T(e)=T7(0,0,)=(03= @ 1,9+ @ O)

Thus the matrix linear transformation is

1 0
.11 10
1 1| is
011
0 1

(i) T(LL)=(2,9=F 19+ £ O)
T(1,0,0=(19= {19+ 0 0)
T(119=(13= {19+ L O}
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Thus the matrix linear transformation is

2 2
1211
1 O] i1s
2 01
1 1

17. Find the matrix of the linear transformation T:R*> - R®
defined

byT(x y)=(2y-X%, y, 3y- ) relative to bases
B={(1)(-13} ad B={(11}( ¥ 1¢ 0.0}
Solution: T(1,1)=(119=a(11l+a( & Y¥a,( 0,0,

)
(

=»>a+a,=1 a,=0, ata,+a,=0
=a=1 a,=0, a,=-1
T(-1)=(319=h(1L)+b,( & LY¥b,( 0,0

—b+b,=3, b-b,=1, b,~b,+b,= 6
—b=2 b,=1 b,=3

_ /1 0 -1 .
O Matrix L.T. is is |0 1
21 3
1 3

EXERCISE.

1. Find the coordinates of the vectora JR" relative to the

ordered basis mentioned

8 a=(a-4 B={(19 (0}
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b) a=(-4-12 B={(11}( 12 L0}
2. Find the matrix of the following transformation :
(i) T:V,(R) - V,(R) defined by T(x,y) =(3x, x~y)
(i) T:V4(R) - V4(R) defined byT (x,y,2) =(z-2y,x+ 2y - 2)
(i) T:V,(R) - V,(R) defined byT (x,y,z) =(x+y,2y 2y-x)
(iv) T:R? - R® defined by T(x,y)=(3x~-y, 2x+ 4y, X~ )
W T: R - R’defined byT (x,y,2) =(x+2y-z,
y+2z, X+y-22)
(vi) T:R® - R®defined byT (X, y,z) =(3x~2y+z,x~ ¥~ Z)
3. Find the matrix for the following
a) T:R® - R? defined byT (-1,1) =(-1,0,9 T(2,1)=(12,]
b) T:R* ~ R® defined byT(2,1)=(3,4 T(-3,4)=(0,9
4. Find the matrix of the following :-
() T:R® —» R? defined byT (g ) =2f, - 2f,, T(e,) = f, +2f,,
T(e,) =0 where{e,ee;} and{ f, f,} are standard basis of
R and R
(i) T:R® - R®defined byT(1,1,9) =(1,1,)T( 1,2,B=(- 1,2)
andT (1,1,2=( 2,2,
(i) T:R* - R® defined byT (-1,2) =(-1,0,9 T( 2,1=( 1,2)

5. Find the matrix of the following transformation
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() T:R® - R? defined byT (X, y,z) =(2y+2z,x~ 4y, X) w.rt
the basef(1,1,9) (11,0 ( 1,0}

(i) T:R? - R® defined byT(x,y)=(-x+2y,y,3y- X)w.r.t.

the bases, ={(1,2)(-2,9} B,={(-10,2( 1L.2)8(, £ 4, )}
(i) T:R® - R® defined byT (x,y) =(x,y,0) w.r.t the standard
bases

(iv) T:R? - R? defined byT (X, y) =(x+4y, 2~ 3y) w.r.t

B ={e,e} B,={(1.9(2.9}

6. For the matrix and the bases find the matrix tansformation

1 -1 0 27
® w.r.t the standard bases

3 4 1 -4
1 3]
(i) |-1 1| w.r.tthe standard bases of Rand R
2 0

7. For the following matrices and bases, determin¢he linear
transformation, such that the matrix is the matrix of T w.r.t the
bases

2 1
0|0 1jwrt B={(-21(12)}

3 3

B, ={(1-1-1 (12,3 (- 1.0
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1 00
@i |0 1 0| w.rt a) Standard bases
0 01
b) B ={(119(10,0( 0,1}
B, ={(1.2.3(1- 1) 2.1}

(iii) { } w.r.t Blz{(l’l)(_l’])}
8, ={(1.29(1- 1) 0.0}

Answers
1 7
0 1 1 0 -1
2) (|){ J (i) |2 2 Giiy (1 2 2
1 1 0 0 O
1 0 1] 3 1
[ 325 2 1 1| (vii |-2 -3
M |7 . ol (vi)
-1 1 2 1 -2

3) a)

1

3| -

{ . - 1{2 2 —ﬂ
4) @11 2 @) |-4 -1 -10| (i) = _
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3 -6 6
5 ()3 -6 5 (m{_l 0 1} mo{ 0 é]
3 1 2 010
2 -2 -1

 [-1-26
M5

6) 0 T(xyzt)=(x-y+2, X+ 4+ 2z- 4
(i) T(xy,z)=(x-y-2z, X+Yy)

2 0 T(xy :(2x+4y -X- 2y’—17x+yj

5
T(x, y)z(i =, x ,jiEéé_fﬁj
(i) a) T(xy,2)=(xY,2)
b) T(xy,2)=(x+2y-2Z,~x+y+ 2Z x+y+2)

(i) T(xy)=(2y-x, y, 3y-¥)

1.12 : Rank and Nullity of alinear transformaion

To a linear transformation T : U V, we associate two
sets called the Range space and the null space .

Definition : Let T : U- V be a linear transformation
.then the range of T is the set of all images efd@tements of U
under T, and is denoted by R (T) i.e. R(MH{): a LU},
R (T) is also called the range space. Clearly)R(W.
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Definition : Let T : U= V be a linear transformation.

Then the kernel of T is the set of all elementt)afhose images

under T areQ' the zero elements of V, and is denoted by

N(T).N(T) is also called the null space.

i.e, N(T) is non-empty.- OLJU:T (0) = 0’ and N(T)LJ U.

Theorem L If T : U - V is a linear transformation, then R(T) is a

subspace of V and N(T) is a subspace of U.
Proof : (i) To prove that R(T) is a subspace of V.
Let vi,v, LOR(T)

U there exist yu,LJU such that

T(u) =viand T(y) = v,
Now, v+ Vv, =T(w)+ T(w) =T (Wwt+w) .- Tislinear .

= T(u) whar = y+u, LJU.
Ll there exist some vectorluU such that
T(u) =yv+ v,
0 vi+ v, OR(T)
Let k be any scalar.
Then ky [JV since V is a vector space .
O kv =k T (w) since v UR(T).
= T (ky) since T is a linear.

] there exists an elements;Ku U such that ky=k T (w)
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L kv, UR(T)
LI R(T) is closed under addition and scalar multigiara
Hence R(T) is a subspace of V.
(i) Let u,u LI N (T)
U T(uw)=0and T(y) =0’
Now T (w+uy) = T(uw)+ T(w) - Tis linear .
=0 +0 =0
U uwtu U N(T)
Let c be a scalar .

T(cw) = cT (W) ~.- Tislinear.

U cuwlN(

[J N(T) is closed w.r.t addition and scalar multiplion.

LIN(T) is a subspace of U.

Theorem 2 :Let T:U - V be a linear transformation . Then T
is one-one if and only if N(T) = {0} where 0 is thezero
elements of U

Proof : I part: Let T be one-one .

UT(a)=T(a) = a.=a,,0a,,a,UU

Leta OIN (T)



Linear Algebra 115
OT(a)=0
But T(0) =0'
U T(a)=T(0)
This= a =0as T is one-one.
[l we have proved that &r LIN (T) thena = 0.
LN (T) = {0}
Il part: let N(T) ={0}
T(a)=T(a>)
= T(a)-T(a)=0
= T(a)+(-T(ay))=0
= T(a)+T(-a,) =0 since-T@ ) =T(-a ).
=T(a -a,) =0'since T is linear
= a;-a N ().
But N(T) = {0} consisting of only elements 0
U a-a,=0
U a=a;
Hence T@)=T(a,) = a.=q,
Ll Tis one-one .

Definition : If T:U - V is a linear transformation from a vector
space U into another vector space V, the dimensidhe range
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space R (T) is called the rank of T and is denbteR (T) and the
dimension of the null space (or the kernel) of sTcalled the
nullity of T and is denoted by n (T).

Theorem 3 :Let T:U - V be a linear transformation .If the

vectors ai aa........ a , generates U then the vectors. T
(@), T(@2),eeeunnnn. T(a ) generates R (T).
Proof : LetS={a i a,........ a o}

Since S spans U, every veaot! U can be expressed as a
linear combination of the vecto® ;, @ »,.... O\,

Now T (@ 1) ,T (O 2)sevvvnnnnnnn T(a ) UR(T)

Since R (T) is a subspace , any linear combinaifdhese vectors
is also in R(T)

Let £ LIR(T) . This implies that there exists an[] U such that

T(a)=p.
Sincea U U, a = a1+ 6aQ+*........ +G.Q , .
SinceB LR (T),B=T(@)=T(CQ 1+ A 2,*..... +G.A )

:_1_-6(a 1)+ CzT(a 2),+ ........ +Q]T(a n)
since T is linear .

0 B O R(T) = £ =a linear combination of
T(a.),T(a),........ T(a )
ie, SUR (T) = £ is in the linear span of ™), T(q 2),........
T(an
U R (T)isin the span of T 1),T(Q 2),........ T(a ).
UTT(aq.),T(ay),........ T(a ) generates R(T)

Remark : From the above theorem, to find the range and ok
find the matrix A of the linear transformation amluce it to echelon
form E.
Then (a) The basis of R (T) is the set of non-zeves of E.
(b) The rank of T = dimension of R(T)
= numloémon-zero rows of E.
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Theorem 4 : Rank - nullity Theorem

Let T : U -V be a linear transformation and U be a finite

dimensional vector space . Then
dim R(T) + dim N(T) = dim U.
e, r(M+n(T) =dimU. Or rank+ ndjli = dim (domain)

Proof : Let U be a vector space of dimension m.
i.e.,dim U=m.

Since N (T) is a subspace of the finite dimensiorector
space U, dimension of N (T) is also finite.

Let dim [N(T)] = nie, nullity n (T) =n.

Since N(T) is a subspace of Ushm.

Let B:1={a. a,........ a .} be a basis of N (T)

[0 B.is linearly independent in U.

We shall extend this sef ; to a basis of the vector space U.

Let this basis of U be

Clearlyn+s=m.

Now T(@ i), T(a2),........ T@n) , T(B1), T(L2eeeeenn
T(BIUR(T)
ButT(a.)= 0 T(a,)=0.... T(a,) =0
since a1, a4 5........ a, UON(T)

Let S={T(B1), T(L2),eree.... T(B 9}
We shall show that this set S of s vector issidof R (T).

® Sspans R (T)
Sincel, is a basis of U, it spans U.

Hence the set { T¢.),T(Q),...... T(ay , T(B,
T(L2),eennn. T(L 9}spans R (T)
Since T@ ) = 0,T(@») =0,..... Ta.,) =0
0 theset S={TL1), T(B2),.......... T(L 9}spans R(T).
(ii) Sis linearly independent.
Consider ¢T(LB1)+T(L2),. ... .... +GT(Bs) =0

> T@L1+0L o0 ... +¢LBs) =0"" Tislinear,
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= af1+0 B +¢ 8 LN (T)

U Clﬁl +Czﬁ2 ........... +Cs,85 can be expressed as a linear
combination of the elements of the basjoBN ( T).
UafBi1+GB2........ +6fBs= A 1+ ha >,

+o +da,

= da i+ GLaot........ +d @ -CL1-C Lo -Csf3s=0
Since B is a basis of U it is linearly independent.
Ud=06=0,....... d0,6g=0,6=0,......... c=0

L ClT(IB]_)'l'CgT(IBg), .......... +C5T(IBS)=O

Ll Sis linearly independent .
[l Sisabasis of R (T)
U dim [R(T)]=s
Hence from (1) we get
dim [N(T) + dim [R(T)]=dim U
e, n(M+r(T)=m
or rank + nullity = dim (domain)

Worked Examples :
(1) Find the range space, kernel, rank and nullityof the following
linear transformation .Also verify the rank-nullity theorem.
T:Vi(R) - Vy(R)defined by T (3%,%2) = (X1 + X2, X1)
Solution : we shall find the matrix of T w.r.t. the standard
basis { (1,0,),(0,1)} of M R)
T(1,00=(1+0,1) =(1,2)

T(0,1) = (0 + 1,0) = (1,0)

. 111
LU The matrix Aof T is
10
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11 1 1
= -~ R2 — Rl
L 0} {O - ZI]

This is in echelon form
There are two non-zero rows.

U rankof T=2

Hence R(T) is the subspace generated by (1, 1) @hel).

L R(T) = {X; (1,1) + % (0,-1)}
= {06x) + (0,- %)}
={ %, X4~ Xz} for x4, % IR
ie., the range space I{X; — % } = Va(R)
To find N(T)
LetT (X, x2) =0
= (Xg + X, X1) = (0,0)
= X1 +%=0, x=0
= x,=0,%=0.
U N(T) contains only zero element of VR)
H N(T) = {(0,0,0)} ,i.e, the null space = {(0,0,0)}
LI dim [N(T)] = 0 i.e, nullity = 0.

U Rank + nullity =2+ 0=2=dimM R)
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Hence the rank — nullity theorem is verified.

2. Verify Rank — nullity theorem for the linear transformation
T:V,(R) - V,(R) defined by
T(xy,2)=(y-%, y-2)

Solution : &, &,,&,,0V,(R)
T(8)=T(10.9=(-19=a,
T(e)=T(019=(1}=a,
T(e)=T(0.0.9=(0-}=a,

-1 0 10 10 1

Consider | 1 1|-R|1 1R -R 0 1R,-R,| O

0 -1 01 01 0

The final matrix is in echelon form. It has twomzero rows

OdimR(T)=2

R(T) ={(1, 0) OZD} 0V, (R) = Range space.

To find nullity : T(x,y,z)=(0,0)
=(y-xy-2)=(0,0

= y-x=0 and y-z=0
= X=y=2Z

0 The null spaceN (T) :{(x, X, x)‘ xO R}

O Nullity =N(T)=1
Thus Rank + Nullity = 2+ 1=3=Dim GVYR))



Linear Algebra 121

3. Find the linear transformation T :V,(R) - V,(R)

whose image space ( range ) is spanned{t(ft, 0-1 (12, 2}

Solution : The L.T can be determined when the images of the

Vectors belonging to a basis of ¥R ) is known.

Let T(g)=T(10,0=(1,07}
T(e)=T(010=(123
T(e)=T7(0,09=(0,0,9

O T(xVY.2)=T[xe +ye,+ze)

=XT (&) +yT (&) +7T ()
=x(L,0,-)+y(1,2,2+2( 0,0,}
=(x+y, 2y,~x+2y)- (1)

(1) is the required transformation.

4. Find the linear transformation T:V,(R) - V,4(R) whose

image space is spanned le,l,O) (0,11 1,2,)}

Solution: Let T(g)=T(1,0,0=(119
T(e)=T(01,0=(0.1}
T(e)=T(0,09=(12]}

O T(xy.2) =T[xg+ye,+ze

=XT (&) +yT (&) +7T(e,)
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=x[11,d+y(0,L)+z( 1,2)
=(x+z, x+y+2z, y+z)
5. FindaLT V,(R) - V,(R) whose kernel is spanned by
(19 (12
Solution: T(L,1-1=(0,0,0=T( 1,2,}
O considers={(11-13(1,2,2 ( 1L0,){ 0,1)¢ 0,0}
span V;(R) but linearly dependent.

Let (x,y,z)=c(L1-D+c,(1,2,2+c,( LOJ

X=¢ +c,+c,, y=c¢,+2c, z=-Cc+Zx,+0

fromy &z, 402:y+z:c2:y+Z
y+z\_y-z
=vy—-2C.=V-— =2
G=Yy-<G=Y ( 2} 5

0 ¢, =X-C,—C,

L
2 4
:4x—2y+ Zz—y—z: 4x—-3/+z

4 4
OT(xy,z)=cT(L1-9+c,T(1,2,2+c,T( 1,0,X
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:(%jT(l,l,—]h yZZT(1,2,2)+4X_—‘ZWT( 1,0,)

<
|
N

(T)T(l,l,—1)+ yZZT(1,2,3+4X_—?+ZT( 1,0,f
:(%)(o,o,op%z( o,o,c)+‘“"—'jy+z( 0,0

_ 4x-3y+zx|
—(O, 0, — 2 j @

(1) is the required transformation.
6. T:R - R’definedby T (x,y,2)=(x+Yy, x—Y, 2x + z)Find

the range space, null space ,rank and nullity of Bnd verify rank

of T + nullity of T = dim(R ®).

Solution : Let us find the matrix of A of the linear trangfmation

w.r.t. the standard basis{ (1, 0, 0), (0, 1,0),010}
T(1,0,0)=(1+0,1-0,2+0)=(1, 1, 2)
T(0,1,0)=(0+1,0-1,0+0)=(1,-1,0)
T(,0,1)=(0+0,0-0,0+1)=(0,0, 1)

1 1 2
L The matrix Aof TisAS1 -1 O
0 0 1
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1 1 2
-~ O _2 _2 (Rz- Rl)
0 0 1

This is in the echelon form and there are threezesn rows .
UOdim[R(T)] =3 .ie, rank of T=3
[J R(T) = the subspace generated by (1,1,2),(0,-23;D)1)
= x(1,1,2) + % (0,-2,-2) + %(0,0,1)
= (X, X1-2X0,2X1- 2X+X3) : X1,X2,%3 LIR

ie, the range space = {{,X1-2%2,2X;- 2%+X3) : X3,X2,X3s IR}

=R
To find N(T)
Consider T(X, X, X3) = (X + X, X3 — %o, 2% + X3) = (0, 0, 0)
= X1+ X% =0, %—%=02%¢+x%x=0
= X1=0,%=0,%=0.

L T (X, %, %) = {(0, 0, 0)} consisting of only zero

elements.

LI dim [N(T)] =0 ie, nullity = 0
and N(T) = {(00,0)}ie., the null space = {( 0,0}0)
Rank + nullity =3 + 0 =3=dim [R

Hence the rank — nullity theorem is verified
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7. T: Va( R) - V4 (R) is defined by

T (&) =(0,1,0,2), T(® =(0,1,1,0), T(®=(0,1,-1,4)

Find range space , null space ,rank and nullity of and verify the

rank nullity theorem. (M 2002)

Solution : The matrix A of L. T is

01 0 2
A=|01 1 O
01-114
01 0 2
~10 O 1 -2 Rz‘R]_and R-R.
0O 0 -1 2
010 2
"‘O 0 1 _2 (R3+R2)
0O 00 O

This is in the echelon form.
There are two non- zero rows in this :

Hence dim [R(T)] = 2i.e.,rank of T = 2.

R(T) = The subspace generated by ( 0,1,0,2) aicilL(eR).

={x (0,1,0,2)+x(0,0,1,-2x) : xx, [IR}

={(0, X, %, 2X — 2%) : X1, X%, R}

126 College Mathematics VI
To find N(T)
T(Xq, X2, X3) = O
=T[x:(1,0,0)+x%(0,1,0) + % (0, 0, 1) ]=(0,0,0,0)
=x; T(1,0,00+x%T(0,1,0) + % T (0,0,1) = (0,0,0,0)
=X, (0,1,0,2) + x(0,1,1,0) + %(0,1,-1,4) = (0,0,0,0)
= (0, %t X+ X, X% — X%, 2% + 4% ) = (0,0,0,0)
=S X+t Xo+X%=0,%—X%=0,2%+4% = 0.
= Xy = -2%3, Xo = X3,X3 = Xa.
O N(T) ={(-2Xs, X3, X3) : X3 [1 R}.
LI dim [N(T)]=1i.e, nullity of T = 1.
Orank of T+ nullity of T=2+1 =3 =dim [M(R) ].
Hence the rank — nullity theorem is verified .
8. T:Vi:(R) - V,(R)is defined by
T (e) =(2,2); T(® =(01); T(@O=(11)
Find the range space , kernel ,rank and nullity off and verify
Rank + nullity = dim (domain)

Solution : The matrix of T w.r.t. {ge,es} is
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2 1 11
A=0 1 ~0 1 R1<—>R3
11 2 1
1 1 11
0 1R2R 0 1R+R,.
0 -1 0 0

This is in echelon form and there are 2non-zercsrimwt .

0 dim[R(T)]=2i.e,rankof T = 2.
[l Range space = {id.1) + % (0.1)}
= {0t %)t X1, %2 LR}
To find kernel,
T (X1,X2 X3) =T [Xert X8 + Xs€3]
= (et X T(e) + X3 T(es)
=(2,1) + % (0,1) + % (1,1)
= (DX, X1+ X+ %)

T (X1,X2X3) = 0= (2% + X3, Xg + % + X3) = (0,0)
= 2% +X%=0,%x+X+X=0
= X=X, X=X, X3 =-2%

UT (X1,%2X3) =0 = (X1,X2X3) =( %, X1, - 2 %)
L N(T) ={ (X1, X3, -2 %) : % UR}
in particular ,if x=1 ,N (T) ={(1,1,-2)}
O dmN(T)=1lie,nulityof T=1
0 rank + nullity =2 + 1 =3 =dim (domain)

Hence the rank —nullity theorem is verified.
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9. Determine the linear transformation T:V; (R ) - V. ( R)
whose images are generated by the vectors (0,1)1(1,

Solution : consider the standard basis {(1,0,0),(0,1,0),109}00f
Vs (R)
Defines T (1,0,0) = (0,1)

T(0,1,0) =(,1)
T(0,0,1) =(0,0)
T(x,y,z) = T [x(1,0,0) +y (0,1,0) + z (0,0,1)]
=xT(1,0,0)+yT(0,1,0) + z T,QML)
=x(0,1) +y (1,1) + z (0,0)
= (0+y+0,x+y+0)
ie, T(x,y,z) = (y.x +y)
10. Find the linear transformation T:R* - R®whose null space is
generated by (1,2,0,-4) , (2,0,-1,-3).
Solution : Define T: R — R®such that

T(1,2,0,-4)=(0,0,0)and T (2, 0, -1, =3{0, 0, 0)

Consider the basis of'Rvith (1, 2, 0, -4) and (2, 0, -1, -3)

As two vectors and including (1, 0, 0, 0), (0,1)@®0,0,1) and
(0,0,0,1)to them .

i. e, S ={120,-4), (2,0,-1,-3), ( 1,0,0,00XM,0),(0,0,0,1) ,
(0,0,0,1)} spans fRbut linearly dependent .

To make it linearly independent , delet those eectn S
which can be expressed as linear combination of pineceding
ones, so that we get the required basis
Consider (2,0,-1,-3)=a (1,2,0,-4)

= (2,0,-1,-3) =( a,2a,0,-4a)
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= a=2,2a=0,0=-1,-4a = -3 which is impossible
Consider (1,0,0,0)=a (1,2, 0, -4) @h0, -1,-3)
=(a+ 2b, 2a, -b, -42b)
= a+2b=1,2a=0,-b0=0,-4a-3b=0.

= a=1,a=0,b =0, which is impossible.

Consider (0,1,0,0) =a (1,2,0,-4) + b ( 2,0,-1+#3)( 1,0,0,0)
=(0,1,0,0) =(a+ 2b + ¢, 2a,-b, -4a -3b)
= a+2b+c=0,2a=1,-b=0,-4a-3b=0.

= a =% , b =0, a=0which is impossible

Consider (0,0,1,0) =a ( 1,2,0,-4) + b (2,0,-1#3) (1,0,0,0)
+d (0,1,0,0)
= (0,0,1,0)=(a+2b+c, 2a+d, -b,-4a-3b)
= a+2b+c=0,2a+d=0,-b=1,-4a-3b=0

= a=§,b=-1,c=§,d=_—3.
4 4 2

[] (0,0,1,9 is expressed as a linear combination of its
preceding ones.
Hence(1,2,0-4( 2,0r & § 1,0,0)0 0,10, is a basis of
R4
For this basisT : R* = R® is defined as
T(1,2,0-4=(0,0,0T( 2,6; % )3( 0,0

T(10,0,0=(10,9T( 0,1,0)0=( 0,1
O T is linear.

T(xl,xz,xgixz,) =(0,0,0
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= xT(L2,0-4+xT( 20 & B+x,;T( 1,0,0)
+x,7(0,1,0,0=(0,0,0

= x%(0,0,0+x,(0,0,0+x,( 1,0,p+x,( 0,2)6=( 0,0)

= (%,x,,0)=(0,0,9

=X%=0,x,=0

0 (% % X5 X,) = (X1, X, 0,0
=x(1,0,0,+x,( 0,1,0,]

O N (T)is spanned b{/(l,0,0,Q ( 0,1,0,)} which is L.I

O nullity of T = 2.

But (1,2,0-4 ( 2,0; & Falso belongto N (T ) and are L.I.

Hence they form a basis of N ( T)
0 N (T)is generated b{d, 2,0-4 and ( 2,0; & B

1.13  Singular and non-singular linear transformation.

Definition : Let U and V be two vector spaces over the same
field F. A linear transformatiod :U — V is said to be singular,
If there exists a non-zero vectrsuch that Ta) =0 and
T:U - Vs said to be non-zero vector of V.

Theorem 1 : A linear transformation T :U - V of vector spaces
U and V over the same field F, is non-singular if
and only if T maps every linearly independent
subset of U onto a Linearly independent subset of

V
Proof : (i) Let T be non-singular.
LetS ={a,,a, a} be alinearly independent subset of U.
We shall show that{T (a,),T(a,) T(a,)}is linearly

independent.
Considera T (@,) +a,T (@,)++++-- +aT(a
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=T (aa, +ag,+ e +a.a,)=0" Tis linear.
=>Taa, tam,+------ +a.a, =0 Tis non-singular
=a=0a=0---- a,=0- SisL..

O S’ is linearly independent.

(i) Conversely, let T map every linearly indepentisubset of
U onto a linearly independent subset of V.

If o is a non-zero vector of U, th§m} is L.l and hence by
hypothesis{T (a)} is L.I.
Consequently, {a) # 0f
HenceT (a)=0=a=0
(0 T is non-singular.
Theorem 2: A linear transformation T:U -Vis an
Isomorphism if and only if T is non-singular.

Proof : (i) Let T be an isomorphism
O Tis one-one.

Let a0U andT (a)=0
ButT(0)=0
0 T(a) :T(O):>a: 0
0T(a)=0=a=0.
00 T is non-singular.

(ii) Conversely, let T be non-singular.
=T(@)-T(B)=0
=>T(@-L£)=0 T islinear
=a-LF=0 --Tisnon-singular
=>a=p.

O T is one-one.
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Cor | : A linear transformation on a finite dimensiornattor
space is onto if and only if T is non-singular

Proof : T is invertible iff T is one-one and onto andsTone-
one and onto if and only if T is non-singular.

Cor 2: Let U and V be two finite dimensional vector apes
ofve the same field F and let T be a linear tramsédion from U onto
V. Then dim U=dim V if and only if T is non-singul

Proof : Since dim U = dim[R(T)] + dim[N(T) ]
O dimU=dimV < dimU=dim[R(T)]". R(T)=V.

= dim[N(T)]=0

= dimN(T) =0

= T is non-singular.

Worked Examples
1. Give an example of a linear map which is one ehe but not
onto

Let P(t) be a vector space of polynomials oveffigld of Reals.
Define T: p(t) - p(t) by T(a)=ta OaOp(t)
Tisone-one. T(a)=ta OaOp(t)

=>ta=tpg
>a=p
T is not onto." there exist no polynomiat such
T(a)=p(t)
2. Show that T = R* - R’ defined by T (X, y) =(x~-y,x~-2y)
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is non — singular and find its inverse

Solution : Given T(x,y)=(x-y,x—2y)

If (x-y, x-2y)=(0,0
=>Xx-y=0, x-2y=0
=>Xx=y=0

0 Tis non — singular

Let T_l(Xv Xz) = (Yr Y2)

= (%, %) =T (¥, ¥2)
= (%%) =(YVi= Y2 V1= 2y,)
=YY 5X . Vi 2Y,5X,
=Y, =X"X, , Y, =2X~X,
OT(x,%)=(2%-%,, x,-%,)  —(1
(1) is the required inverse
3. Give an example of a linear map which is ontoub not one —

one.
Solution : Let p(t): set of polynomials over the field R
. da

Define T: p(t) - p(t) by T(a):a O aOp(t)
It is onto but not one — one because

T(2x +4x+7)=T(2¢ + &- 7

S2C+HAX+T 2 2P+ K- 7

EXERCISE
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1. Show that each of the following L.T is non —rggular and find
its inverse

a) T:R® - R’ defined byT (x,y,z) =(x+y+2z,y+2,2)
b) T:R® - R®defined byT (x,y,2) =(x+Zz,x+y+z,y+2)

c) T:R® = R® defined by
T(xy,2)= (X+y-2z,x+2y+z, X+ 2~ )

Answers
1. a) T'=(x-Yy,y—22) b) T=(y-z,y—-x,x-y+2)
c) T'=(-8x—-y+5z, 5x+y—3z, z—2x)

1.14 Eigen Values and Eigen Vectors of a linearansformation

Definition : Let A be a square matrix over a field. F. The
matrix A - Al where | is the unit matrix of the same order a4 tf
A and A is an indeterminat, is called tt@aracteristic matrix of A.

Definition : If A is a square matrix of order n x n then the
determinant|A—/1I| is a non-zero polynomial of degree n ih.
This polynomial is called the Characteristic polymal of A.

Definition :  The equation|A=Al| = 0 is called the
Characteristic equation of A or Eigen equation of A

Definition : The roots of the characteristic equat|én-Al|
= 0 are called the Characteristic roots or Eigelu¥aof A.
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2 R W a,,
Ay Bpyernennnn a,,
N .
Ay Qgeeeeenns a,,

a,—A ... a,
Ay ay—Aa...... a,,
] P =
Ay Bpeeeenns a,, —A
=@, A)(@y=A)iann &, —A }terms with atmost (n-2)

factors of the formg, — A
Oc(A)=(-1)"[A"+c A" +c, A" +........ +cA+¢,] =0

Worked Examples :
(1) Find the eigen values of the matrices

1 0 -1
(1) F 6} /1T 2 1
5 8
2 2 3
, , {7 6}
Solution : (i) LetA=
5 8
DA—)II:F_A 6}
5 8-
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7-1 6
5 8-/
— (7-A)(8-1)-30= C

— A2 -15) + 26= (
= (1-2)(1-13)=0

D|A—)II|:O:‘ ‘:o

—1=2,1=13

1 0 -1

(i) LetA=|1 2 1
2 2 3

1-A 0 -1
OA-Al= 1 2-/ 1
2 2 3-A
|A=21|= (1-)[(2-A)(B-1)-2]-12- 2(2-2 )= C
= A-AA*-51+4)- 2+ 2A)=C
= A7 -51+4-1°+B51°- 41+ 2- A= (
= -A°+64°-111+6=C
= A*-6A°+111-6=0
=1=12,3.
O the Eigen values are 1,2,3.

(2) If Ais any square matrix, then prove that A ad AT have the
same eigen values.

Solution : Consider (A=Al )T =A" -(Al )T
=A" - Al

But|A-A1] =|(A- )| =|AT -1

0 A and A" have the same characteristic (or Eigen) equation
and hence the same Eigen values.
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Definition : Let T:V -V be a linear transformation of an n
dimensional vector space V, and A be the matrixthe linear
transformation T. Then the characteristic equati@m Eigen
equation) of T is defined as the characteristicatiqgn of A i.e.,

|A—/1I | = 0. The roots of the characteristic equation (or tipeagion)

|A=A1|=0are called theharacteristic roots of the Eigen values of
T.

Definition : If T:V =V is a linear transformation of an
dimensional vector space V, A is arkm matrix of T, and\ is an

Eigen value of T, then the vectar=(x, X, -----X,) which satisfies

the equationAx = AX is called the Eigen vector corresponding to the
value ofA.

The vector X=(,X,-++---X,) can be represented as the
0l
column matrix XZ
X,
The equationAx = AX for the values ofd = A, A,------ A,in
the
Matrix for is
- Y A%
a; &, " 8y 1
% X,
& 8y v Ay § B 0
oj | O
O O
[ &2 A x| x|

nxn

The set of all vectorg 0 R" which satisfy the equation
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Ax = AX fro a given\ forms a subspace of'Ralled the Eigen
space of A corresponding 0

Working rule to find the Eigen vectors of a L.T.
(i) Find the matrix A of the linear transformatidn:VV - V.

(ii) Find the Eigen equation of Ai.dA-A1|=0

(i) Find the Eigen valuest = A, A,, A+ by solving the
equationA=A1|=0

(iv) Then to find the Eigen vector correspondinghte A,,

put A =4, in [A—/I I ] x =0.we get n equations in n unknowns.
The solution of this correspondingXa

Similarly, determine the Eigen vectors correspogdm
A=A,,A=A,. etc.

Worked Examples :

(1) Find the basis for the Eigen space of the L.T.
T:R? - R defined byT (x,y) =(x+y,y).
Solution : First, we shall find the matrix of T w.r.t staard
basis{ (1,0).,( O])}
T(10)=(19
T(0,9)=(19
| o {1 o}
(1  The matrix of the L.T. isA=
11
Eigen equation of A is|A-Al|=0
1-1 0
1 1-A

i.e., =0
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= (1-2)(1-2)-
=A=11=1
Let x=(x,X,) be a vectorin R

Then AX=AX
=(A-21)=0

=7 e
1 1-Al|x%| |0

N (1-2)x _[o
_xl+(1—/1)x2 0

= (1-4)% =0, +(1-1)x,= 0.
Putd =1, we get x, =0,x, = 0.

[l The Eigen vector is (0, ¢)
The Eigen space is { (0,0) }

(2) Find the Eigen of the L.T. T: R® - R® defined by
T(xy,2)=(2x+y,y-z,+ &)
Solution : T(1,0,0=(2,0,9
T(0,1,0=(112
T(0,0,)=(0-12
2 0 0
[l The matrix of LTisA=|1 1 2
0 -1 4
LI Eigen equation is| A= A1|=0
2-4 0 0
= 1 1-A 2 =0
0 -1 4-A

139
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= (2-2)[(1-2)(4-2)+2]=¢C
=(2-4)(#*-51+6)=0

= (2-2)(A-2)(A-3=
=(2-4)*(1-3)=0

=1=2,2,3.
[l Eigen values are 2,3
ConsiderAx = AX

o

e, (A-A1)x=
2-1 0 0 X, 0
ie,| 1 1-4 2 x| =10
0 -1 4-A1 X5 0

e, (2-2)x +0x,+ 0, = 0 = x,=C
X +(1=A)X,+%,=0 = (1-A)x,+ X,= C

0% =X, +(4=A)%,=0 = =X, +(4-1)x,=C

PutA =2 0 -x,+2X,= 0= X, = 2X,

OIf x =k, x, =2k

L] the vector is (0,2k,K) (O,2,1j is a basis of the
Eigen space correspondinghe 2

Put A = 3, then—-2x, + 2X, = 0= —-X,+ X;= O and

=% +% =0 OXx,=X;=k

L the vector is (0,k,k)L1 (0,1,1) is a basis of the

Eigen space correspondinghe 3.
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(3) Find the Eigen values and Eigen vectors of thiénear

transf ti T:R - R® defined by T(e)=(11 -
ranstormation efined by T(e)=(119, Ll the Eigen values ar,é:O,Bi\/E,—3 \/_5
T(e)=(019T (&) =(1.2.} 22
Solution : The matrix of the L.T. is AXZAX:(A_)“)XZO
1-4 1 01[x 0
1 1 0 _
= 0 1-4 1 |[x]| =0
A=10 11 1 2 1-A||x| |o
1 2 1

=(1-A)x+x,=0
[l The Eigen equation iA—Al|=0 (1=2)x+x,

(1-2) %, +1%,=0

1-A 1 0
=0 1-2 1|=0 1x + 2%, +(1-1) %, = 0
1 2 1-A
PutA=0.0 X +X,=0 -(1)
= (1-A)| (12 -2|-1 0- 3+ O= C
(- (a-A) -2~ 0-3 - “
= (1-2)(A*-22-9+1=C X +2X,+X%,=0 ~(3)
= A2-21-1-1*+ 20+ 1+ 1= 0 (1) isx +x,=0. Ox,=-X,
=>A°-31°+1=0 0 from (2) we getx, = —X,
:>)|:o,)|:3i— "29_4 e, X =X
U The vector{ X, X,, X,) = ( X;,—X,,X
3245 (%0%0%) = (%0%%)

2
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] {(1,—1,])'} is a basis of the subspace corresponding-f

3+2\/§ D(l— 3+2\/_5}(1+X2 ~0

PutA =
(1—3+\/§Jx2+x320
2
x1+2x2+(1—3+—2\/‘_5jx3:0
From (4) X, =— 1_3+\/§ X = 1+ V5 X,
2 2
From (5) x; =— 1_3+\/§ X = 1+ V5 X
2 2
_(1+V5)( 1445
2 2 %
ie =6+2\/_5 :3+\/_5x
€. % R 5 X
L The vector i{xl, (1+—2\/5J Xi(@j xl:l

I

~(4)

-(5)

-(6)

144 College Mathematics VI

_ xl[l 1+/5 5+ 3}

2 ' 2

[l {(1,1-“/% \/_52+ 3] } is a basis of the subspace.

2
Put A :3_—\/5
2

0 [1——3 _2*/5_5} X +X,=0 —(7)

(1—3_—2‘/5_5] X +X, =0 -(8)

X +2X, + [1— 3_—2\/‘_5j X;=0 ---(9)

A

-7 X = Xy

2 2
_(6-2/5) _(3-5
4 X 5 X

LI The vector( X, X,,X;) = (Xl{l_fj xl{ 3_2\/_5] xlj
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_ Xl(l 1-45 3- J_Sj (i) T:VyiR) - V4(R) defined by T(x,y) = &)
2 2
(iv) T: Va(R) - V,(R) defined by T(X, y) = (3x+2y, 3x-
4y)
O] [1 % 3—\/_5j is a basis of the subspace. (V) T: Vo(R) - V3(R) defined by T(x, y) = (x+y, y)

(vi) T:R® ~R?defined by T(x,y) = (2x+y, X-y)

EXERCISE ) .
T: R - R* defined by T(x, y,z) = (2x+y, 3y-4
| 1) Show thaV,(R) — V,(R) defined by (Vi) efined by T(x. y.2) = (2x+y, 3y-42)

i) T:R® - R"defined by T(x, y, z) = 2x-3y+4
() T(xy,z)=(x+y,y+2z) is alinear transformation (N 03) (Vi) efined by T(x, y, 2) = 2x-3y+4z

iX T: R® . R® defined by T(X, y,2) = (X,Y,z

(i) T(xy,z)=(x-y,y-2) is alinear transformation L y T y.2) = (xy.2)
X T: R® . R®defined by T(X, y,z) = (x+2y-z, y+2,

(iiiy T(x,y,z)=(x+y+zx~-y) isalinear transformation ) YTl y2) = (xs2y-2,y

(N 03) x+y-27)
(iv) T(xYy.z)=(2x-3y,3+ %) is alinear transformation (x)  T:R -Rdefinedby T(x,y) = (x+y, 2y, x+1)
) T(xVy,2)=(y-x,y-2z) is alinear transformation (095) (i)  T:R ~R"defined by T(xy)=(xyyy)
2) Prove thatT : R® - R® defined by (xiii) L y\i;()R) ~V(R) defined by  T(x, y,2) = (x+z,

) T(XYVY,z)=(x+y,Xx-y,2X+2z)isalL.T M 93 : . .
® ( y ) ( y y )|sa ( ) (2) Find the linear transformation :

3) Prove thatT(x,y)=(Xx+Yy,Xx~Y,Y) is a linear transformation. 0 TR LRUdifT(1, 1)=3,T (0, 1) = - 2

(A28) (ii) T:R -R%if T(1,1)= (3,0, T(2,1)=(1,2)
Il 1) Verify whether the following are linear trangfmations: (iif) TR .RYfT(L, 1) =(1, 1, 1, 1),
(i) T: Vo(R) - V5(R) defined by  T(x, y) = (x, y, 0) T@ -1)=(,-1,-1,-1)(3,0)

(i)  T:VaR) = VAR) defined by T(x,Yy) = (2%, y)
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(v) T:VAR) - ViR) if T, 2) = (@3, -1, 5),
TO,1)=  (2,1,-1)

(vy T:R_RIfT(2,1)=(3,4),T(-3, 4)=(0,5)

(vii T:R-RIFTA 1D=(@1,-11,-1),T(-1,2) = (-1, -
2,-1,-2)

(vii T:R®.R®ifT(1,0,0)=(4,5,8),
T(1,-1,0-) = (8, 10,18); T(0,1, 1) =(-3,-7)

(i) T:RR_R*IifT(1,1,1)=(1,1,1)
T(1,2,3)=(-1,-2,-3); T(1.1,2)=(242

(ix) T R-Rif T@0=(@,0,1), T(0, 1) = (
1,1,1)

x) TR_-Rif T@1,1)=(21,1),T(@2 1) =3,
2,1) T(1,0,0)=(1,0,0)

(3) Let M(R) be a vector space of all n x n ma&siover R and B
be any fixed non-zero matrix of M(R). Show that
T:-M(R)- M(R)definedby ()T (A)=AB-BA, Jji
T(A) = BA (ii) T (A) = AB? + BA are linear transformations
and (iv) T(A) =B + Ais not linear unless B izaro matrix.

(4) (i) Show that T : R— R?defined by T(x,y) = (x + 2,y + 3)
is not linear.

(i) Show that T : R R defined by T(ab) = ab is not linear

(5) If Vis the vector space of all real valueddtions defined on
(0, 1), then show that T : V¥ R? defined by T(f) = {f(0), f(1)} is
linear.

(6) Find (x,y,z) when L.T is defined by
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T(L1)=2, T(0,1-2=1 T(0,0,0=-2
(7) Consider the basss={x,,X,,x;} of R® wherex, =(1,1,])
x,=(L1,0 x,=(1,0,0 Express(2,-3,9 in terms of the
vectorsx, X, X,

8) For the following linear transformation, finldet range space,
null space, rank, nullity and verify the rank — Iyl

theorem.

(i) T: Va(R) - Vi(R) defined by  T(x, v, 2) =
(X+y,x—y, 2x + 2)

(i)  T:VaR) -VyR) defined by T(x,y, z) = (y-X, y-2)
(i)  T:VaR) - Vy(R) defined by
Te)=a+tete T(@)=a-te
T(e)=ea-3e+38
(iv), T:R - R'givenbyT(1,0,0)=(0,1,0,2)
T(0,1,0)=(0, 1,1, 0), T(0,0,1) = (0, 1, -}, 4
(v) TR - Rgiven by T (% X, %) = (X, Xs, Xo)
(vij T:R - R’givenby
T(X, Y, 2) =X +Y,X+2,y+2
(i) T:R - Rgivenby T(e) =& -&; T(e;) =2 +e5;

Te)=a+e+eg
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(viil T:R - Rfgivenby T(e)=(2, 1), T(e)=(0, 1),
T(es)=(1,1)

(x) T:R - R’givenby
T(1,0,0) = (1,-1,0), T(O, 1, 0) =(2, O, 1),
T(0,0,1) = (1, 1, 1)

(x) T:R - Rgivenby T(x,y,z)=(x+Y,y+2)

(9) Find a linear transformation T *R. R* whose range space is
generated by (1, 2, 0, -4) and (2, 0, -1, -3)

(10) Find a linear transformation T >R R® whose range space
is generated by (1, 2, 3) and (4,5,6)

(11) Find the linear transformation T # R R® whose kernel is
generated by (1, 2, 3, 4) and (0,1, 1, 1)

(12) Find the linear transformation T* R R® whose null space
is generated by (1, 1, -1) and (1, 2, 2)

(13) Find the linear transformation T 2 R. R® whose range
space is spanned by {(1, 2, 2) , (1, O, -1)}

(14) Find the Eigen values and Eigen vectors efftfiowing linear
transformations:

() T:VAR) — ViR) defined by T(1, 0) = (1, 2) ;
T(0,1) =(3,2)

(i) T VAR) - ViR) defined by T8 = (1, 4),
T(e) = (2, 3)

i) TR - R definedby T@= (4, 0,),
T(e)=(-2,1,0), T@®=(-2,0, 1)
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(ivy T:R® - R® defined by T(1,0,0)=(1, -3, 3),
T(0,1,0)=(3,-5,3), T(0,0,1) =(6, -6, 4)

(v T:R® - R®defined by T(1, 0, 0) = (-3, 1, -1),
T(0, 1, 0) = (-7, 5, -1), T(0, 0, 1) = (-6, 6, 2)

(vi TR - R given by T@® = (3 2 4),
T(e)=(2,0,2), T(®=(4,2,3)

(vii T:R® - R® givenby

T(X, Y, 2) = (BX+2y+2z X +4y+2z X+ 2y + 32)
(A97)

(viii) T:Viz(R)- V3(R)given by
TX,y,2) = (X, x+Y,2)
(ix) T:V3(R) - Vz(R) given by
T(x, Y, z) = (3%, 2y +z, -5y-22)
(x) T:R® - R® givenby
T(X,y,2)=(X+3z,2x+y—-2z,X—-Yy + 2)
Answers

l. 6. 8X—-3y—-2z 7. 5% — 8%, + 5%,

I (1) (iii), (xi) are not linear. The others are linear

@ 0T (xy)=5x—2y, (i) T(xy) {5Y3- x 4x—3 2yj

(ii)) T(x, y) = (X, ¥,y ¥),
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(V) T(xy)=(x+2y,-3x+y, 7X-Y)

12x + 9y
11

MTxy)= ( X+ ZYJ (Vi) T(x, y) = (X, -y, %, -y)

(Vi) T(X, y, 2) = (4x — 4y + 2, 5x — 5y + z, 8x10y + 32)

(Vi) T(X, y, 2) = (4% — 4y + z, 5x — By + z, 8x10y + 32)

(iX) T(x, y) = (x-y, y, X +)

) T(xy,2)=(x+V,y,2)

6.8x — 3y — 27, (7) 5% 8% + 5%

8. () R(T)={(x, x+V, 2x +y)}, x, YR
N(T) ={(0, 0, 0)} Rank =3, nullity=0

(i) R(T) = subspace spanned by {(1, 0), (0, 1)Y=(R)
rank = 2, nullity =1

(i) {(1, 1, 1), (1, -1, 1), (1, -3, 3)} rank =3ullity = 0

(vi) R(T) = subspace spanned by {(0, 1, 1,0), (0114},
N(T) ={(-2, 1, 1)}

(v) R(T) = subspace spanned by {(1, 0, 0), (0,,1,0)
(0,0, 1)}, N(T)={(0,0,0)} rank = 3nullity =0

(vi) R(T)=R, N(T)={(0, 0, 0)} rank = 3, nullity =0

(vii) R(T) = subspace spanned by {(1, 1, 0), (219,

N(T) = {(1, 1, -1)} Rank = 2, nullity = 1
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(viii) R(T) = subspace spanned by {(0, 1), (1, 1)}
N(T)={(1,1,-2)} Rank=2, nullity=1

(ix) R(T) = subspace spanned by {(1, 1, 0), (21),
N(T) ={(1, 1, -1)} Rank =2, nullity = 1

(x) R(T) = subspace spanned by {(1, 0), (0, 1)}
N(T) ={(1, -1, 1)} Rank=2, nullity =1

9. T(X, Y, 2) = (X + 2y, 2x-y, -4x-3y)

10. T(X, Y, Z) = (x + 4y, 2x+ 5y, 3x+6y)

11. TX,y,2)=(x+y-z,2x+y—1t,0)

4x—-3y+z

12. T(x,y, z) =(0, 0, 2

)

13. T(x, ¥, 2) = (2+Y, 2y, 2y - X)
14. () A=4,-1; (2,3), (1,-1) (iN=5,-1; (1,1), (-2, 1)
(i) 1=1,2,3;(0,1,0), (1, -2, -2)
(iv) A=4,-2;(1,1,2), 0, 1, 1)

v) 4=2,4,-2;(1,1,-4); (1,1,0)

(vi) A=0,-1,7;(1,2,-2) (vi=2,6; (1,2,-3),(1,2,1)

(Vi) 1=1:(1,0,2) (ix)1=3:(1,0,0)

(x) A=2;(7,6,-15)



